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TWO IMPORTANT APPLICATIONS OF NLP:

NLP FOR PUBLIC GOOD 

AND FOR COMPUTATIONAL SOCIAL SCIENCE



NLP for Public Good and Computational Social Science

1. NLP for Public Good: Analyzing Police Body-worn Camera 
Conversations

Can we improve police-community relations?

2. NLP for Computational Social Science: Measuring US 
political discourse about immigration

Can we learn about polarization, develop new ways to 
understand and measure toxic speech like 
dehumanization?



1. NLP + Social Psychology for Improving Police-
Community Relations
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Problems in Police-Community relations in 
the United States

Black Americans have long reported more unfair stops, 
negative interactions with the police (Epp et al. 2014, Pew 
Survey 2016)

Inappropriate police officer use 
of force, widely captured on 
viral videos

George Floyd killing



Can Natural Language Processing help?

Measure problems in police-community 
interactions?
Detect potential for escalation and violence?
Help design interventions?



Our idea: 
Use body-camera footage as data

Data first from one police department (now + other 
departments)
Look at common, everyday interactions



Procedural Justice
The idea that the justice system should strive for
not only equitable outcomes, but also an equitable process
(including interpersonal treatment) 

Respect

A person who is treated with respect has more 
trust in the fairness of the officer and the 
institution 

(Tyler, 1990; Tyler & Ho, 2001; Tyler & Sunshine, 2003 Mazerolle et al., 2013)



Study 1: Do police officers treat black 
community members with a different degree of 
respect than white?



Body-Cameras as Research Data

About 1000 "everyday interactions" from one month

Vehicle stops with warning/citation; no arrests

245 different officers



Classifiers for linguistic properties of interaction

Trained on human labels 
Humans labeled sentences for respect levels

Humans labeled sentences for dialogue structure

1. Classifier labels sentences for respect
2. Classifier labels sentences for dialogue structure



Face in modeling politeness and respect
[Erving Goffman 1967;  Lakoff 1973;  Brown and Levinson, 1978]

Erving Goffman Robin Lakoff Penelope Brown
Stephen Levinson



"Face" in modeling respect

NEGATIVE POLITENESS
(HEARER’S FREEDOM OF ACTION)

Emphasize your value

Emphasize my good relationship 
with you

POSITIVE POLITENESS
(HEARER’S SELF-IMAGE)

12

Minimize my request

Put the imposition on 
record

[Erving Goffman 1967;  Lakoff 1973;  Brown and Levinson, 1978]



Cues for Positive Politeness

Formal titles 
“ma'am”, “sir”, “Mr."

Introductions 
“Hello”, “My name is”, “I’m Officer X”

Sympathy or concern: mentioning safety
“Drive safely”, "Be safe now"



Cues for Negative Politeness

Apologizing 
“sorry”, “oops”, “my fault”, “excuse me”

Gratitude 
“thanks”, “appreciate”

Imposition minimizers 
“it’s ok”, “don’t worry”, “no big deal”, “you’re good”

Hedges
“just”,  “a little”, “kind of”, “sort of”



Prior applications of computational politeness!
Cristian Danescu-Niculescu-Mizil, Moritz Sudhof, Dan Jurafsky, Jure Leskovec, and Christopher Potts. 
2013. A computational approach to politeness with application to social factors. ACL 2013.

Community:
� Midwesterners are more polite 
� Ruby programmers more polite than Python programmers

Gender:
� Women are more polite than men 

Power and Status:
� Wikipedia editors get ruder after elected to admin



Dialogue: Two linguistic insights: 

Dialog structure mirrors task structure

Barbara Grosz (1977) 

Each turn in a dialogue is a kind of action
Wittgenstein (1953) and Austin (1962)
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OFFICER: Sir, hello, my name's Officer [NAME] of the Oakland Police 
Department.

MALE: Hi.
OFFICER: The reason why I pulled you over is when you passed me back 

there you were texting or talking on your cell phone.
MALE: I was looking at a text, yes.
OFFICER: Okay. Do you have um, what year is the car you're driving?
MALE: It's a 2010.
OFFICER: 2010. And do you still live in [ADDRESS]?
MALE: Yes.

[...]
OFFICER: All right, sir. This is a citation for having your cell phone in your 

hand […] It's not a moving violation. [… ]You actually have two 
months … to take care of the citation, okay? Please drive 
carefully.

MALE: Okay.
OFFICER: Thank you.

Greeting Giving 
Reason

Issuing 
Sanction

Good Bye

Asking Details

Human labeled
Dialog structure



Dialog structure has policy implications!

Procedural Justice:
People are more likely to obey the law when they believe 
authorities use procedures that are just and fair. 

Departments require officers to give the driver the reason
for the stop:

"The reason why I pulled you over is when you passed me back there 
you were texting or talking on your cell phone."

Could delaying these explanations lead to problematic or 
escalating encounters?



Is this your car? Do you live here?

Black community members experience intrusive and 
investigatory questions, especially in certain 
neighborhoods.

Can we quantify these differences in who gets asked 
these kinds of questions?

Epp, Charles R., Steven Maynard-Moody, and Donald P. Haider-Markel. 2014. 
Pulled over: How police stops define race and citizenship. University of Chicago.



1. Classifier for respect
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In this study, we therefore develop computational linguistic
models of respect and formality and tune them on the 414 indi-
vidual utterances; in study 3, we apply these models to our full
dataset of 36,738 utterances. Our method is based on linguistic
theories of respect that model how speakers use respectful lan-
guage (apologizing, giving agency, softening of commands, etc.)
to mitigate “face-threatening acts.” We use computational lin-
guistic methods (e.g., refs. 23–26) to extract features of the lan-
guage of each officer utterance. The log-transformed counts of
these features are then used as independent variables in two
linear regression models predicting the perceptual ratings of
Respect and Formality from study 1.

Our model-assigned ratings agree with the average human
from study 1 about as well as humans agree with each other.
Our model for Respect obtains an adjusted R

2 of 0.258 on the
perceptual ratings obtained in study 1, and a root-mean-square
error (RMSE) of 0.840, compared with an RMSE of 0.842 for
the average rater relative to other raters. Our model for Formal-
ity obtains an adjusted R

2 of 0.190, and an RMSE of 0.882 com-
pared with 0.764 for the average rater (see SI Appendix, Model

Comparison to Annotators for more details on how these values
were calculated). These results indicate that, despite the sophis-
ticated social and psychological cues participants are likely draw-
ing upon in rating officers’ utterances, a constrained set of objec-
tively measurable linguistic features can explain a meaningful
portion of the variance in these ratings.

Fig. 2 lists the linguistic features that received significant
weights in our model of Respect (arranged by their model coef-
ficients). For example, apologizing, gratitude, and expressions of
concern for citizen safety are all associated with respect. The
bars on the right show the log-odds of the relative proportion
of interactions in our dataset taken up by each feature, where
negative numbers mean that a feature comprised a larger pro-
portion of officers’ speech in interactions with black community
members and positive numbers mean the same for interactions

Fig. 2. (Left) Respect weights assigned by final model to linguistic features
and (Right) the corresponding log-odds of those features occurring in officer
speech directed toward black versus white community members, calculated
using Fisher’s exact test. †P < 0.1; ⇤P < 0.05; ⇤⇤P < 0.01; ⇤⇤⇤P < 0.001.

Fig. 3. Sample sentences with automatically generated Respect scores. Fea-
tures in blue have positive coefficients in the model and connote respect,
such as offering reassurance (“no problem”) or mentioning community
member well-being (“drive safe”). Features in red have negative coefficients
in the model and connote disrespect, like informal titles (“my man”), or dis-
fluencies (“that- that’s”).

with white community members. Example utterances containing
instances of the highest-weighted features for the Respect model
are shown in Fig. 3. See SI Appendix, Study 2 for full regres-
sion outputs and more detailed discussion of particular linguistic
findings.

Study 3: Racial Disparities in Respect. Having demonstrated that
people can reliably infer features of procedural justice from offi-
cer speech (study 1), and that these ratings can be reliably pre-
dicted from statistical models of linguistic features (study 2), we
are now able to address our central question: Controlling for
contextual factors of the interaction, is officers’ language more
respectful when speaking to white as opposed to black commu-
nity members?

We apply our models from study 2 to the entire corpus of tran-
scribed interactions to generate predicted scores for Respect and
Formality for each of the 36,738 utterances in our dataset. We
then build linear mixed-effects models for Respect and Formal-
ity over these utterances. We include, as covariates in our pri-
mary model, community member race, age, and gender; officer
race; whether a search was conducted; and the result of the stop
(warning, citation, or arrest). We include random intercepts for
interactions nested within officers.

Controlling for these contextual factors, utterances spoken by
officers to white community members score higher in Respect
[� = 0.05 (0.03, 0.08)]. Officer utterances were also higher in

Voigt et al. PNAS Early Edition | 3 of 6



2. Classifiers for 23 Dialog Acts

Giving Reason (“The reason I stopped you is …”)

Asking for Documents (Insurance/License/ etc.)

Issuing Sanction (Citation/Warning/Fix-it Ticket)

Drive Safe (“Drive safely now”)

Offering Help (“Do you need help?”)

Inquiring Ownership (“Is this your car?”)

Mentioning Lenience (“I'll give you a break.”)
21

Vinodkumar Prabhakaran, Camilla Griffiths, Hang Su, Prateek Verma, Nelson Morgan, Jennifer Eberhardt, and Dan 
Jurafsky. 2018. Detecting Institutional Dialog Acts in Police Traffic Stops. Transactions of the Association for 
Computational Linguistics 6: 467--481



Is there an effect of race across all 36,738 
utterances?

Yes.
Officers are more respectful to white drivers
Officers use more appropriate dialogs with white 
drivers

Some examples?



More positive politeness to white drivers: 
Formal titles

"All right, sir, take care."
"Okay, ma'am. Do you have your insurance 
and registration, ma'am?"
"All right Mr. X, listen. I'm going to let you, 
uh, go with a verbal warning tonight"



More positive politeness to white 
drivers: Concern for driver safety

"Okay. All right. Drive safely. All right?"

"So I'm just glad you're safe. You're cool. Right? 
It just take a little bit of, like, distraction to, to get 
someone hurt. You know? And I just want you 
and your baby to be safe."



More negative politeness to white 
drivers: Reassurance and Downplayers

"No problem. I understand. Just your license, 
please."
"Yeah. Don't worry about that. It's all good.
"Just have uh, anybody sign the back of, the 
back of that, to just uh, just prove that it's 
been taken care of."



Black drivers more likely to be asked
legitimacy questions

"Is this your car, boss?"
"Does the car belong to you?"
"Why are you here?"



What about escalated stops?

Eugenia H. Rho, Maggie Harrington, Yuyang 
Zhong, Reid Pryzant, Nicholas P. Camp, Dan 
Jurafsky, Jennifer L. Eberhardt

Prof. Eugenia H. Rho
CS, Virginia Tech



Language in Escalated Stops

Many calls for police to de-escalate encounters
Killing of George Floyd led to the largest racial justice 
movement of the 21st century
These concerns about escalation arise even when no 
force is used



Language in Escalated Stops

• How does escalation unfold?
• What kinds of language characterize escalated stops?
• handcuffing
• searching
• arrests
• These are normal traffic stops, no warrants or car chases 
• At the very beginning of the stop
• first 45 words/30 seconds



Which dialog acts are associated with 
start of escalated stops?

Officers in escalated stops in first 45 words:
•Less likely to give a reason for the stop
•15% versus 38%
•More likely to start with an order
•22% vs. 8%



How predictable is escalation from officer's 
first words?

[

Use large language model (DeBERTaV3)  to 
predict escalated-or-not from first 45 words

71% accuracy

What features is it discovering? Order and reason dialogue acts!

"Escalated stops often begin in escalation"

applewebdata://43E5D7FC-91DD-43BD-8AC3-4E8A16E95F2D/


Could all these results be artifact of some 
confounding variable?

No. We controlled in our regressions for:
◦Officer Race
◦Driver Gender
◦Crime rate in neighborhood
◦Arrest status of driver
◦What the driver was stopped for
◦Replicates with data from DMV



Could the disparity be caused by police being less 
respectful in high-crime neighborhoods

Nope



Another theory for disparity: Could police be 
more respectful to white people because they are 
stopped for more minor offenses?

Expired 
registration 

Running a stop 
sign

Severity

Broken tail light Speeding

We asked police officers to code every stop for 
severity of the infraction

1

4
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Could the racial difference be because the 
raters are college students 
Replicated the lab study with large, racially diverse sample 

Police still rated as more respectful to white drivers
◦ Participant race doesn't matter



NLP quantifies how black and white drivers have 
very different interactions with police

1. Escalated stops of black drivers begin in escalation
◦With orders rather than reasons

2. More generally:
White drivers tend:

◦To be spoken to with more respect
◦To have concern for their safety expressed

Black drivers tend
◦To be spoken to with less respect
◦To have their legitimacy challenged



Can we use insights from our study to 
improve officer training?
• Can NLP be a tool for policy-makers?
• Use NLP to help develop training materials
• Incorporated into a procedural justice training.
• All officers are trained

• Does training improve officer-community interaction? 
Examine recordings of 122 officers pre- and post-
training
•Yes! (paper under review)



Summary: The first NLP analysis of police body 
camera footage

• Quantifies reports about disparate 
treatment of black Americans

• Allows us to measure and improve officer 
training

• NLP can help us both understand our 
social world and hopefully help to make it 
better



Part 2. Can NLP help us see how Immigrants are 
Framed in US Political Discourse?
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Computational analysis of 140 years of US political speeches
reveals more positive but increasingly polarized framing of
immigration
Dallas Carda,b,1 , Serina Changa, Chris Beckerc, Julia Mendelsohnb, Rob Voigtd,e, Leah Boustanf,g, Ran Abramitzkyc,g , and Dan Jurafskya,h
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We classify and analyze 200,000 US congressional speeches and 5,000 presidential
communications related to immigration from 1880 to the present. Despite the salience
of antiimmigration rhetoric today, we !nd that political speech about immigration is
now much more positive on average than in the past, with the shift largely taking
place between World War II and the passage of the Immigration and Nationality Act in
1965. However, since the late 1970s, political parties have become increasingly polarized
in their expressed attitudes toward immigration, such that Republican speeches today
are as negative as the average congressional speech was in the 1920s, an era of strict
immigration quotas. Using an approach based on contextual embeddings of text, we !nd
that modern Republicans are signi!cantly more likely to use language that is suggestive
of metaphors long associated with immigration, such as “animals” and “cargo,” and
make greater use of frames like “crime” and “legality.” "e tone of speeches also di#ers
strongly based on which nationalities are mentioned, with a striking similarity between
how Mexican immigrants are framed today and how Chinese immigrants were framed
during the era of Chinese exclusion in the late 19th century. Overall, despite more favor-
able attitudes toward immigrants and the formal elimination of race-based restrictions,
nationality is still a major factor in how immigrants are spoken of in Congress.

immigration | metaphor | dehumanization | framing | Congress

Immigration is one of the most important and divisive topics in American public life.
From the rise of vocal antiimmigrant politicians in recent years, it is tempting to conclude
that attitudes toward immigration are more negative—or at least more polarized—than
ever before. However, resistance to newcomers has always been a central part of our
public discourse about immigration. From anti-Chinese fearmongering in the 1880s
to concerns about Southern and Eastern European immigrants in the 1920s to the
antiimmigration rhetoric of the Trump administration (2017 to 2020), claims that certain
types of immigrants can never truly join American society have been a perennial part of
our discourse. For example, Senator Henry Cabot Lodge, an architect of antiimmigrant
legislation, declared a century ago, “[Immigration] is bringing to the country people whom
it is very di!cult to assimilate” (1, p. 35) because immigrants are from “races most alien
to the body of the American people” (1, p. 32).

We seek to move beyond individual anecdotes to ask, how have attitudes toward
immigrants in the United States changed over the past century? How does recent political
debate over immigration compare to the long sweep of US history? "is question is a
challenge because public opinion polls that asked about attitudes toward immigration
only began in the 1960s and were then only asked about immigration sporadically until
recent years. We instead turn to the Congressional Record and other sources of political
speech, using quantitative text analysis methods to systematically investigate the language
used in congressional and presidential speeches about immigration over the past 140 y.

Our paper considers the full corpus of more than 17 million congressional speeches
from 1880 to the present, of which we identify ∼200,000 speeches relevant to the topic
of immigration. We also incorporate presidential communications from the same time
period, making this a comprehensive quantitative analysis of American political speech
about immigration at the federal level, covering the entire time period from the Chinese
Exclusion Act of 1882 to the present day.

Numerous studies have analyzed the political history of US immigration using qualita-
tive approaches and historical archives (2–7); quantitative work on immigration has also
used data such as migration and census records (8, 9). Rhetorical aspects of immigration
debates have been studied qualitatively—especially the use of dehumanizing language
and metaphors such as “vermin” and “cargo” (10–13)—but these authors have not
rigorously quanti#ed how common such language is over time. Last, other scholars have

Significance

In the first comprehensive
quantitative analysis of the past
140 y of US congressional and
presidential speech about
immigration, we identify a
dramatic rise in proimmigration
attitudes beginning in the 1940s,
followed by a steady decline
among Republicans (relative to
Democrats) over the past 50 y. We
also reveal divergent usage of
positive (e.g., families) and
negative (e.g., crime)
frames—over time, by party, and
between frequently mentioned
European and non-European
groups. Finally, to capture more
suggestive language, we
introduce a method for
measuring implicit dehumanizing
metaphors long associated with
immigration (animals, cargo, etc.)
and show that such metaphorical
language has been significantly
more common in speeches by
Republicans than Democrats in
recent decades.
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D.J. wrote the paper.
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Echoes in anti-immigration rhetoric

“There is an appalling danger to the American
wage earner from the flood of low, unskilled,
ignorant, foreign labor which has poured into
the country for some years past”

- Senator Henry Cabot Lodge (1896)

“[W]e absolutely must not flood the labor
market with foreign workers—legal or
illegal—in order to bring wages down.”

- Attorney General Jeff Sessions (2018)



Studying the History of U.S. Immigration
using 200,000 Congressional Speeches

Use the Congressional Record (1880-2020), to study the 
debate about immigration in U.S. politics

1. Changes in attitudes and polarization
2. Varying emphases and frames
3. Use of dehumanizing metaphors



1. Changes in attitude and polarization

Build NLP classifiers to detect immigration speeches

Build NLP classifiers to detect pro-immigration vs anti-
immigration stance
Plot "% Pro - % Anti" over time and over political parties



% Pro speeches - % Anti speeches

Chinese Exclusion Act



% Pro speeches - % Anti speeches

Chinese Exclusion Act

Quotas Intro
duced



% Pro speeches - % Anti speeches

Chinese Exclusion Act

Quotas Intro
duced

Quotas Repealed



% Pro speeches - % Anti speeches

Chinese Exclusion Act

Quotas Repealed

Quotas Intro
duced



Tone and nationality

% Pro - % Anti



2. Framing Lexicons

Identify terms that are used 
disproportionately in reference to 
immigrants 

e.g.,  stop illegal immigrants pouring 
... 

Curated into 14 frames

Use word vectors to expand lexicons

absorb (v), absorption 
(n), drain (v), fill (v), flood 
(n), flood (v), flow (n), 
flow (v), inflow (n), influx 
(n), outflow (n), pour (v), 
spill (v), stream (n), 
stream (v), surge (n), tide 
(n), trickle (n), wave (n)

Example: Flood / Tide Frame



1880-1912 2001-2020Frame
use by
party



3. Metaphorical Dehumanization

Words like "flood", "wave", "stream", "pour" are often used to 
describe  immigrants in a dehumanizing way:

"the flood of illegal immigrants streaming into the country"

These words implicitly evoke a metaphor:
Immigrants are a catastrophic force of nature

Santa Ana, Otto. "Like an animal I was treated': Anti-immigrant 
metaphor in US public discourse." Discourse & Society 10, no. 2 
(1999): 191-224.



Metaphor in modeling implicit concepts
Lakoff and Johnson 1980 "Metaphors we live by"

Argument is War
◦ Your claims are indefensible.
◦ They attacked every weak point in my argument.
◦ She demolished their argument.
◦ I’ve never won an argument with them.
◦ They shot down all my arguments.

Time is Money
◦ This app will save you hours
◦ I don’t have time to spare.
◦ How do you spend your time these days?
◦ That flat tire cost me an hour
◦ I’ve invested a lot of time in this.

George Lakoff



Metaphorical Dehumanization

Language used Implicit 
Metaphor

"the herding of these aliens in stockades "

"…immigrants will swarm over our land and devour its resources."

"illegal immigration infects… "

"the flood of illegal immigrants streaming into the country"

"prevent the dumping of undesirable immigrants into the country

Santa Ana 2002, O'Brien 2003, Haslam 2006, Cunningham-Parmeter 2011, Mendelsohn et al. 2020 

Animal

Vermin

Disease

Disaster

Cargo



Implicit Metaphorical Dehumanization

Politicians don't explicitly say "rat" or "disease" on the floor of Congress

How to measure implicit dehumanization?
• Instead of "animal": "immigrants feeding at the trough"
• Instead of "vermin": "immigrants crawling across the border"
• Instead of "cargo/objects: "dumping of immigrants into the country"

Idea:
◦ Take texts describing immigrants
◦ Mask out the immigrant word
◦ Ask a large language model what word it thinks the speaker is implicitly saying



Metaphorical Dehumanization
contextual embedding models to measure the extent to which mentions of immigrants “sound like” each of several metaphorical504

category.505

The basic idea of this method is illustrated in Figure S28. Contextual embedding models, such as BERT (12), are trained to506

predict the identity of randomly masked words based on the surrounding context. Here, we repurpose the model by intentionally507

masking entire mentions of immigrants (which could be, for example “aliens” or “Mexican nationals”, etc.), and computing the508

probability—according to the model—that each word in its vocabulary would serve as a replacement for the mask. By adding509

up the probabilities for a set of words which we have previously identified as being representative of particular categories, we510

get an estimate of how much a particular mention suggests the corresponding metaphor. In Figure S28, for example, the511

reference to “dumping” something “into this country” suggests that words in the Cargo category would be likely replacements.512

Fig. S28. Schematic depiction of our method for measuring metaphorical language, here showing an example which activates the Cargo category.

Target terms. Because BERT has a relatively constrained vocabulary (of approximately 30,000 tokens, representing both whole513

words and word pieces), we can easily identify the tokens in the vocabulary that are appropriate for each category. Beginning514

with an initial set, we use static embeddings to look for semantically similar terms, and then limit the list to those that are in515

the BERT vocabulary as whole words. The full set of terms we use as targets for each of the metaphorical categories are given516

in Table S11.517

The table also includes a set of random control terms. To choose these, we counted the occurrence of all words that occur as518

nouns in the Congressional Record (after parsing it with spaCy), and restricted the possible set to those words that occur at519

least 1000 times, and those that exist as whole words in the BERT vocabulary. We then selected a random set of 50, excluding520

all terms that had previously been used in identifying immigrants, nationalities, or other metaphorical categories. Finally, we521

noted that the resulting random list included the word “humans”. Since this term would account for most of the probability522

mass for the Random category, we exclude this term, although leaving it in leads to similar results.523

Trends over time. Applying these to all mentions of immigrants (see Sections Methods and Materials in main paper), we524

can compute the average probability for each category across mentions by party in each session of Congress. The raw log525

probabilities for all metaphorical categories decline over time. However, in order to correct for unrelated factors which might526

explain this decline (e.g., due to older data being less similar to the data that BERT was trained on, or factors related to the527

Congressional Record itself), we also make use of a set of random control terms to correct for this, as described above.528

In more detail, to estimate the prevalence of contexts which cue these metaphors over time, we compute the average log529

probability assigned to all terms in each category at each point in time (across contexts), and divide by the number of terms in530

the metaphorical category. We then repeat this for the terms in the Random category. Finally, we plot the log of the ratio531

between these two, which is equivalent to the log of the first minus the log of the Random category, as shown in Figure S29.532

More formally, for a set of N contexts (mentions of immigrants), we compute the relative log probability for metaphor m as,

relative log prob = log

AqN

i=1
q

wœWm
p(w | ci)

N · |Wm|

B
≠ log

AqN

i=1
q

wœWr
p(w | ci)

N · |Wr|

B
,

where ci is the ith context, Wm is the set of words associated with metaphor m, |Wm| is the number of terms in that category,533

Wr is the set of terms in the Random category, and p(w | ci) is the probability assigned to word w in context ci with the534

masked mention.535

After correcting for changes in random terms, we see in Figure S29 that in fact there is no significant increase or decrease in536

dehumanizing metaphors over time. In addition, we can see that the Animal and Cargo words are the most prominent. By537

contrast, the Vermin terms are actually less likely than random terms, on average, though we still see that they are significantly538

more likely in speeches by Republicans than Democrats in the past two decades.539
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Computing the probability of the CARGO metaphor from one text

prevent the dumping of undesirable immigrants into this country
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Frames and Nationality 1900 vs 2020



Summary: NLP to study Immigration Attitudes

NLP can help us understand US attitudes toward immigration
Dramatic rise in pro-immigration attitudes after WWII 
◦ Republicans then decline to 1890 or 1920 standard

Divergent use of positive (e.g., families) and negative (e.g., crime) 
frames
◦ Held by Republicans vs. Democrats
◦ Held toward European vs. Chinese/Mexican immigrants

LLMs can detect dehumanizing metaphors (animals, cargo, etc.)
◦ LLMs as exciting new tool for measuring implicit language!



NLP for Social Good and Social Science

NLP for Analyzing Police Body-worn Camera 
Conversations

Can we improve police-community relations?
NLP as tool for public good

NLP for studying political discourse about 
immigration

Can we learn about polarization, develop new ways 
to measure toxic speech like dehumanization? 
NLP as tool for social sciences



I gave you examples from policing and politics.
But there are so many more possible applications!!!

Education (Dora Demszky's talk in two weeks)
Medicine and health
Food and nutrition
…

Any domain where there is text data!!
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