## ELS 12 (1986) <br> 305 <br> The general case: basic fora versus default form* Arnold H . Iwicky <br> Ohio State University and Stanford University

1. The issue. In formal linguistics there are (at least) two different ways to conceptualize the relationship between the general case and a special or exceptional case, which l shall refer to as the General as Basic view (BASI, /best/, for short) and the General as Default view (DEFO, /dífd/, for short).
1.1. The BASI conceptualization. Here one case is taken to be basic, deep, or underlying its rule applies 'first', and another rule alters the basic forms for another case. The BASI view has dominated all aspects of generative grammar - syntax, morphology, and phonology.

In syntax, for instance, it lies behind many familiar treatments of word order, government and agreement, the expression of grammatical relations, and of course gap-filler constructions. Basic constituent orders are established and then altered to permit constructions with other orders basic case assignments are made and then adjusted in certain contexts; basic constellations of grammatical relations are subject to 'relatio n-changing' rules; and basic phrase structure configurations are disturbed by 'unbounded averment' rules.

In morphology, the BASI view has provided the paradigm for describing allomorph that is lat least arguably l not reducible to a series of phonological mappings. Such allomorph is in sone cases determined word-internally, as in a Hungarian rule cited by Dressier 1985:61f)/s/ $\longrightarrow$ /l/ affecting the and singular present affix $/$ s/ after stems ending in fricative sibilants, or in a Dutch word formation rule -eur $\rightarrow$-rice posited by booij (198!) in the derivation of words like agoassad-rice 'female ambassador' lot. aibassad-eur 'ambassador' and asbassade 'entassy'). It can also be determined by factors external to the word, as in a Sanskrit rule $-d s \rightarrow-0$ affecting a particular inflectional affix before words beginning with a voiced consonant, or in German rule mentioned by Redford (1977) which shifts abs ethan' to dean before an instance of ils 'as' (and in other rules that avoid sequences of phonologically similar items by replacing one of the by a totally different item, the 5 parish 'spurious se' rule discussed by Perlmutter (1971:20-5) being a familiar example).

In phonology, as in syntax, the generative approach posits a set of underlying or basic representations that are altered by the application of rules. Orthodox generative phonology does not systematically distinguish variation in phonological form that is morphophonemic from variation that is allophonic las structuralist frameworks dol or nonautomatic variation from automatic las the framework of Natural Phonology does), but in adopting a BASI view of such variation it continues an older tradition, in which basic allomorphs' and for 'basic allophones' play a central role. On this view, the fact that the English verb leave has /iv/ as its general allomorph is described by taking live to be its underlying phonological representation, so that this is the fore that reading when no rule changes it, in particular when neither the (morphologically triggered) laming of its vowel nor the (phonologically triggered but lexically restricted) devoicing of its final consonant is applicable, as they both are in the past
tense form left. And the fact that the phoneme it/ has an unaspirated voiceless alveolar stop as its general allophone is described by taking [t] to be the basic representative of the phoneme, so that this is the allophone that remains when no rule (not aspiration, or flapping, or glottalization, or any other) changes it, as in stop.
1.2. The DEfO conceptualization. Here one case is viewed as the otherwise, or elsewhere, contingency; its rule applies
'second', and it is overridden by the rule for another case. Overrides will follow from the most general sort of (meta)principle, (1), but they might also be predicted by more specialized assumptions, such as (2), or they might be stipulated for particular pairs of rules, as in the following coments by Anderson (1983: 15) on his analysis of Georgian: $\cdot . . . t h e /-t /$ and /-s/ rules constitute "coapeting" suffixation processes and thus belong to the same disjunctive block. When both are motivated by the structure of the form...only $/-t /$ appears - indicating that the $/-t /$ rule precedes the /-s/ rule within their coman block, just as the /g-/ prefix rule takes precedence over the $/ v-/$ rule within theirs.'
(1) Panini's Principle: The more specific rule overrides the more general.
(2) Lexical Blocking: Properties specified in the lexicon override those provided by morphological rules.

The DEFO viewpoint has often been expressed in linguistic descriptions, but for the most part this expression has been informal, largely a mater of references, within ordinary-language accounts of linguistic phemomena, to what happens "elsewhere' or 'otherwise' or to what is the 'usual', 'typical', or 'norade situation. Examples abound in the literature on syntax, morphology, and phonology.

A number of streans have now converged, however, to ake the systematic exploration of the DEF 0 viempoint attractive, From outside of linguistics, there is the treataent of conditionds in most progranming languages, involving ordered statements of the form ( $\left.C_{2} A_{1}\right)$, ( $\left.C_{2} H_{2}\right), \ldots$, which express a series of levels of defaults: if condition $C_{3}$ holds, then do action $A_{4} ;$ otherwise, if condition $C_{z}$ holds, then do action $A_{2}$; and so on. And (perhaps not unconnected with the first fact there is the exploration of default logics in artificial intelligence, especially in connection with the frafe concept (see, for exaqple, Hayes 1980). Within linguistics itself, the active investigation of principles (1) and (2) - versions of the first in such theoretical proposals as Proper Inclusion Precedence (Koutsoudas et al. 1974) and the Elsewhere Condition (kiparsky 1973), versions of the second in such approaches to the lexicon as those of Halle (1973) and Jackendoff (1975) - has introduced override/default thinking as a central part of theory construction. What is important here about (1) and (2) is that both treat one statement not merely as erefeding another ithat aight sinply be the extension of ordering, ds a mechanism for specifying interactions, into new territory), but also as precluding it.

Explicit default stateaents are provided in phonology by Chomsky and Halle (1968:405-7), in the quise of markedness conventions - the default value for the fedture NASAL is MINUS,
and so on - and in syntax throughout the diterature on generalized phrase structure granaar (see Gazdar et al. 1985:29-31) - the default value for the feature INVERIED on an 5 is MINUS, the defalt situation for a $V$ is not to have the value PASSIVE for the feature VFORH, and so on. In fact, it is the encrmous success of GPSG in its progran of replacing the BASI approach characteristic of generative syntax with a thoroughgoing DEFO approach to this component of granar that served as the proximate inspiration for my reflections in this paper.
1.3. Choosing between BASI and DEfO. Suppose $X$ is the general case, with special alternant y occurring in context C. Then it aight seen that there is no substantive difference between saying that $X$ is basic, but is altered to $Y$ by a rule applying in $C, a n d$ saying that a rule stipulates that $Y$ occurs in $\mathbb{C}$, with $\begin{aligned} & \text { a occurring }\end{aligned}$ elsewhere. And in fact, if we are considering only one such pair of alternations, there is not much difference. But when we expand our field of vision to take in several such alternations in potential interaction with one another, the two conceptualizations become distinguishable. What is crucial is that a BASI analysis is defivational, mile a DEFO analysis is nonostratal: rules of the foraer type eap representations into representations and so induce a series of representations, each of which is available as the locus for the statement of other generalizations lthat is, as a stratum at which conditions can be stated or to which rules can apply), while the rules of the latter specity a set of conditions, sone of them overridden by others, but all holding for a single stratun of representations.

There are circuastances in which GASl seems clearly to be the right view. In particular, erucad fefding interations between rules belonging to the safe component of granar will arque for a BASl view of that component. And such interactions are well attested mithin at least two sets of rules: the set of autonatic phonological rules (the erocesses of Natural Phonologyl, including both allophonic rules and autonatac morphophonemic rules; and the set of gerehgagleqical rules fo use the terminology of oressier 1985), within which 1 mean to include at least those rules that are phonologically triggered but apoly within morphological or syntactic domains (rather than within prosodic domains, as is the case for autonatic phonological rules).

Tmo brief, and faniliar, illustrations. First, from the autphonological (autonatic phonologicall rules of English, consider $A_{i}$, which expresses the var ation between (a) vaiced obstruents as the general case and ( $t$ ) corresponding voiceless obstruents as the special case in syllable-final position after a voiceless obstruent; and $A_{z}$, which expresses the loptional) variation between (a) voiceless stops as the general case and (b) the glottal stop as the special case in syllatle-tinal position. In a BASI analysis, $A_{s}$ will feed $A_{z}$, so that the mord slopped is predicted to have [slapi] as a pronunciation. But a DEFo analysis predicts counterfeeding here; feeding could be described only at the cost of embedding the conditions for $A_{2}$ within the stateaent of $A_{1}$ and consequently duplicating the statenent of $A_{z}$.

A parallel case can be made for morphonological rules. Consider the rules governing the declension of nouns in Latin, anong then $\mathrm{M}_{1}$, which expresses the alternation betmeen (a) stens ending in /t/ as the general case and (b) stess lacking this /t/ before $/ \mathrm{s} /$; and $\mathrm{M}_{2}$, which expresses the alternaticn between (a)
short stem vowels as the general case and (b) long sten vowels as the special case before $/ n+5 / .3$ ln a EASI analysis, $H_{2}$ will feed $H_{z}$, so that the nominative singular (with affix -s) for the 'tooth' sten (genitive singular dent-is) is predicted to be de:n-s. But a DEFO analysis predicts counterfeeding againi feeding could be described only at the cost of embedding the conditions on $H_{2}$ within the statement of $H_{z}$ and consequently duplicating the statement of $M_{1}$.

So far l have argued that there are two components of grammar in which BASI seems to be the right view. Are there, then, arguments that for other components DEFO is correct instead?

Hy positive answer to this question turns mainly on the fact that BASI can be extended easily to give analyses for phenomena covered by DEFO, by stipulating that some rules apply only to basic representations; the result is a certain number of counterfeeding interactions." However, no simple tinkering will extend DEFO to cover characteristically BASI phenomena, in particular feeding interactions. It follows that DEFO is the more constrained view of rule interaction within a component of gramar and so has a prior clain on our attention. That is, DEFO ought itself to be the default vien of how rules work in a component of gramar, with the more powerful BASl view adopted only on the basis of evidence that DEFD is inadequate for that component. will in fact take the position that BASI is the right viem only for morphonology and autphonology, and that all other rule components are to be seen in DEFO teras.

There are also situations in which a DEFO analysis is natural and a BASI analysis is at least strained. Here l have in mind cases where an ultiate default $X$ is overridden by $\begin{aligned} & \\ & \text { in } \text { a special }\end{aligned}$ context and where this $Y$ is overridden by $X$ again in a still more specific context - for instance, the fact that instances of $+N$ categories (nouns, adjectives, and determiners) in Gernan are generally declinable, but that instances of the subclass of adjectives are usually indecifinable, but that instances of prenominal adjectiyes are declinable; some Welsh examples are provided in section below. BASI requires that $x$ be mapped into r and then back into $x$, a derivation that in many cases sems to be an artifact of the BASI viem rather than a genuine claim about partacular languages. ${ }^{3}$
Z. On the overall organdzation of gramar. lt will be obvious from my remarks so far that lamassuming a rather highly articulated theory of graminar. This is not the place to tell the whole tale, and certainly not to justify the way in whichits episodes unfold, but a certain amount of detail is necessary if 1 am to show what roles DEFO and BASI play in the action.

To begin with, 1 assume that a grammar is organized into at least the six components listed in (3). Of these, the components named in parentheses will not be under consideration here, nor will the semantic component, which in any case does not appear in (3). I will have more to say shortly about the shape component, which is the place where the lexicon interacts with (3). But first 1 note the derivational character of (3) though am proposing that the DEFO view is the correct one within all the components in (3) except aorphonology and autphonology (where BASI holds sway), l assume that the coaponents as wholes are ordered with respect to one another as in (4) - an assumption that predicts rule interactions of all sorts (feeding, bleeding, counterfeeding,
counterbleeding, and others that have no stantard namesl between rules in different components.
(3) SYNTAX - (LIAISON) - Shape - morfhonology - (readojustmenti AUTPHONOLOGY
(4) Component Ordering: The application of a rule in one conponent t in (3) precedes the application of any rule in a component following $C$ in (3).

Next, $\{$ observe that an individual component can be subject to interactional principles of its own; Donegan and stampe (197ק), for instance, maintain that interactions mithin the autphonological component obey the special requirenent that all applications of 'fortation' rules precede all applications of 'lenition' rules. Indeed, nothing l have said would exclude the possibility of component's having a complex organization of its own, involving several subconponents. This is just what latam about the shape component.

The gross structure of this conponent is sketcred in (5). Again, $l$ cannot justify, or even explain, the matn foints of thesp proposals. A few remarks will have to suffice.

## IMPLICATION / REALIIATION / FORMATION LEXICON <br> shafe conditions

In this picture the lexicon, in the madale, is a cooplete (and therefore highly redundant) enumeration of the propertips of individual lexical iteas. Among these properties for each iten is its i-list, which pairs morphosyntactic features with the phonologacal features of the corresponding i-form (inflectional forml of the iten (for the English verb fob, pairing (INS:FRES, PERS:1, NUM:SG] with the 1 -form /rab/, [TNS:FRES, FERS: 2, NUMiSG] with /rab/, [INS:PRES, PERS: J, NUK:SG] with /rabi/, etc.l.
ihree groups of 'morphological rules' express generalizations about the properties of lexical iteas: (a) an implication rule* liR) predicts properties of an itea from other properties of that item (predicting, for instance, that nouns of certain gender wjll belong to particular declension class); (b) a realization rule ${ }^{7}$ (RR) predicts some of the contents of i-lists; it predicts the phonological features of i-foras frea their morphosyntactic features plus the phonological features of the base for the itea (predacting, for instance, that the plural of a noun will be foraed by suffixing certain phonological aterial to its basel; and $(c)$ foration rule" (FR) predicts the existence of soes items (derivatiyes) froa the existence of others lone or more sources), and also predicts properties of derivatives fron properties of sources (predicting, for instance, that corresponding to adjectives of quality the lexicon will contain abstract nouns forned by suffixang certain phonological eaterial to the base of such an adjectivel."

Within each of these three subcomponents the unmarked DEFO view can apparently be naintained. In the case of RRs, for example, overrides that follow from faninis frinciple, (ll above, are quite comon; see the illustrations froe Gerean inflection in 2wicky (1985a).

All three subcomponents are also subject to the principle of Lexical Blocking in (2), according to which properties given for individual lexical iteas override those specified by 1 Rs, RRs, or FRs. For instance, listing irregular inflectional forms like the past tense forms brought, did, and wentl in the lexicon blocks the forms predicted by RRs.

As 1 note in (6), RRs are overridden as well by the remaining type of rule in (5), namely shape conditions (SCs). An SC specifies aspects of the phonological shape of 1-forns, but 'postlexically' - by reference to triggers at least sone of which lie outside the syntactic word. Many rules traditionally classified as external sandhi rules are SCs: the Sanskrit rule requiring -o in place of the defalt -as (sec. $1 . l$ above), and the English rule for an in place of the default indefinite article $\boldsymbol{a}^{\text {a }}$ for instance. So are most of the conditions that have been treated under the heading of 'surface structure constraints' or 'surface filters': the Spanish condition $1 a g a i n$ from Perlautter 1971) requiring that clitics fit the template se II l lll, for instance. So are rules substituting one i-form for another in a partly syntactic context: for exampe, the Spanish spurious se rule already mentioned lsubstituting the reflexive clitic for the first of two third-person clitics), not to mention apanish rule replacing a feminine singular definite article by the masculine and a similar French rule replacing a possessive pronoun in the femanine singular by one in the masculine (see lwicky 1985b).to
(6) Shape Blocking: Features specified by SCs override features provided by other statements in the shape component lin particular by fResl.

The scheme in (4) is undoubtedly complex. It is also quite different in character from the scheme in (3), where the conponents of gramar are related to one another in much the same way that rules are related to one another on the BASl view. In (4) the subcomponents come in three groups, related to one another in much the same way that rules are related to one another on the CEFO view, with $\operatorname{SCs}$ overriding stipulations in the lexicon, and those in turn overriding features provided by morphological rules, including RRs.

The two component schemes, the BASI-style (3) and the DEFD-style (4), intersect in the shape component. Together they wake a nuaber of predictions about rule interactions; they predict, for instance, that the phonological operations associated with RRs and FRs't come at the beginning of an ordered chain of 'phonological' rule-types, ds in (7), and that since SCs precede morphonological rules, as in ( 8 ), they can feed thea.
(7) 'Phonological' Rule Ordering: All phonological operations in RRs and Ffs precede all morphonological rules, which in turn precede all autphonological rules.
(8) Shape Ordering: All SCs precede all morphonological rules.
3. Defaults an Welsh atations. I now explore the SC subcomponent, illustrating the utility of the DEFO view within this subcomponent and exploiting the ordering assumptions in (3) and (4) - which have syntax preceding $S C s$ - and ( $B$ ) - which has SCs preceding morphonological rules. My vehicle for this
exploration will be a sinall portion of the systen of Welsh consonant mutations.

These utations involve, to begin with, some type of 'phonological' rules; the facts to be described are alternations in the phonological shape of i-foras (cath (a) cat in some circuastances, gath in others, aghath in a third set, and chath in yet another, with parallel series involving cathod cats', gathod, and so onl. The alternations are transparently not automatic, nor is their primary and productive function as concoaitants of RRs or FRs, so that in the franework l have been developing they are either SCs or morphonological rules. l shall in fact be claising that in a sense they are both.

When we ask about the principles that pick out the words subject to mutation, it is quite clear that in general they refer to syntactic phrases belonging to various categories, not to individual words, much less i-forms. It is bare NP adverbials that manifest the soft' mutation, not just bare Nadverbials: 'every day' is poodydd when it functions as subject or object, but bob dydd, with a matedinitial quantifier, when it functions as an adverbial. In similar fashion, a vocative Nf shows the soft mutation, as does a direct object $N P$ in certain circumstances, a subject NP in other circumstances, an NF object ci most common prepositions, deninine singular $A P$, and a feminine singular Noe in construction with the definite article.

Finally, it is also clear (even from this brief listing of contexts for mutated forms) that many instances of mutation are 'untriggered', which is to say that their triggers are syntactic rather than lexical; no morpheme, word, or i-form is avallable to trigger the soft autation for bare NP adverbials, for example.
d cannot see any satisfactory way to analy:e these facts without dividing the burden of description between a set of principles (highly sensitive to syntactic structure) distributing abstract features for mutation and ase accounting for the phonological effects of these features on individual words. Principles in the first set are SCs; those in the second are morphonological rules. At least soae of the SCs are sensitive to case features distributed by syntactic rules, in farticular to tho difference between the NOM[inative] case of subjects, the
GEN[: , ej case of prenominal modifiers like the 2 sq oy 'your' in dy gath 'your cat' and postnoainal modifiers like cath in pen cath 'a cat's head', and the ACCfusativel case of (arong other things) direct objects of finite verts, as in Gueloddy dyn gath the man saw a eat'. I will then be using the assumptions of the previcus section which order syntax before SCs and these before morphonological rules. ${ }^{2}$

The syntactic side of these atters itself involves defaults. I will assume that government rules cark certan Mis as NOM and certain ones as GEN (anong the latter being the direct objects of infinitive verbs, or 'verbal nouns'l; the ACC marking is the default. The result is that not only do direct objects of finite verbs receive the feature $A C C$, but so do the cbjects of (most) prepositions, bare MP adverbials, and vocative NPs.

On the SC side of these matters we are concerned with the distcibution of the feature values -nultationl and mut; for thut phrases, the distribution of the features SOFI, SPlfant, and NASAI conly the first of these under illustration herel; and for SOFT phrases, the distribution of the rule features MRi doicing of

Initial consonant), MR2 (spirantization of initial consonant), MRJ (shift of initial consonant to /v/), and MR4 (deletion of initial consonant).

I now summarize the main lines of the $S C$ part of the analysis, without justifying or illustrating these formulations of the rules:
(AI) The ultimate defalt setting of MUT for individual words is -mut.
(A2) But the setting of MUT in certain circumstances, in particular for initial words of $N$-type constituents (NP, Nom, N), is +MUT, overriding (Al).
(AJ). But the setting of MUT in still more specific circumstances, in particular for initial words of an NF with the case feature NOM when that NP follows a $V$, and for initial words of any NP with the case feature GEN, is -MUT, overriding (A2).
(E1) For +MUT words, the default nutation feature is SOFT.
(B2) But in certain circumstances (following particular prepositions and possessive pronouns) the mutation feature is SFIRANI or NASAL.
(Cl) For words with the feature SOFT, the default rule features are MR! affecting voiceless consonants, MR2 affecting /d/, MR3 affecting labials (/b $\mathrm{m} / \mathrm{l}$, and MR4 affecting /g/.
(C2) Eut in certain circumstances other rule features are stipulated; in particular, the definite article yr and the predicative particle yn block the application of MRI to liquids, and various negative particles require that voiceless stops be affected by MR2 rather than MRI.

A few comments on the principles in (A3). Making subjects imore exactly, NPs with the case feature NOH) immune to mutation only when they follow (trigger) $V$ predicts that subjects in other positions are mutated, which is correct; see the discussion of separated subjects in zwicky (1984). Making all GEN NPs mmune to mutation predicts, correctly, that the (GEN) objects of infinitive verbs are Unaffected, and also that the possessive pronoun dy is never mutated, even though it begins with a mutatable consonant - its SOFT version would be ddy - and can occur in contexts where NP-initial mutation would be expected by (A2), for instance in the object of the preposition $i$ 'to': $i$ gath 'to a cat', but $i$ dy gath 'to your cat' and not il didy gath. The system of Welsh mutations is undoubtedly complex, but if we look at these phenomena in a highly modular framemork and take the DEFO view of the way rules apply within (at least) the subcomponent of shape conditions, then it is possible to discern that (despite considerable lexical idiosyncrasy) it is in fact a system, governed by general principles.

## Notes

* Special thanks to Ann Miller, for discussions that precipitated this paper, and to the institutions (the Ministry of Education of the People's Republic of China, the Comitter for Scholarly Communication with the PRC of the U.S. National Acadeay of Sciences, and the College of Hunanities of the Ohio State University) whose support enabled me to spend the autuen of 1985
teaching at the Beijing languge Institute, where nost of the theoretical ideas in thas paper were developed.

1. This short paper touches on huge range of issues in theoretical syntax, morphology, and phonology, and it is impossible for me to cite the relevant literature in full, or even to give credit to everyone whose work has darectly influenced aine. My apologies in advance to those whose ideas have been oversimplified by compression or (apparently) ignored entirely. The things that do get cited are the ones at the top of my intellectual stack at the moment.
2. Here 1 follow Ladusaw (1985) in aaking distinction between levels of representation - the comegnents in section 2 below and strata within a level.
3. Neither alternation is autoatic; /ts/ occurs in the language, as do short vowels before /ns/.
4. Just this proposal is made by Donegan and Stampe (1979) to perait counterfeeding interactions in autphonology.
5. This is not to deny that on occasion (as Fullum 197 b observes) there might be motivation for such a 'Duke of rork' derivation.
6. A close correspondent to the 'lextcal reduncancy pule' in some other frameworks.
7. That is, a rule of inflectional morphology.
8. A close correspondent to the word fornation rule in some other frameworks. FRs are rules of derivational eorphology and campounding.
9. There is considerably aore to be said about frs and frs. I assume that the phonological aspect of these rules is to be described by reference to a set of allomorphy rules (AMRs). A single morphological rule might involve several AMRs - with, say, suffixation of /Iti/ to the base, shift of stress to the final syllable of the base, and vawel changes in that syllable all associated with one rule (divinity, porosity). And the same AMR might play a role in several rules, of both tyfes - with a certain vowel change, say, associated with a past tense RR (slept), a noun-forming FR (serenity), and an adjective-forming FR (Hellenicl.

In addition, sone RRs do not describe the realization of morphosyntactic features directly, but instead refer this description to the realization for some other set of features. See the discussion of ryles of referral, as opposed to rules of exponence, in lwicky (19853,b).

Finally, though fRs usually 'build on' source bases (that is, their AMRs usually operate on bases), they can build instead on a specified i-form of the source, as when English derives adectives directly from past farticiples (fun)coeked, bent, written).
10. Such rules are the $S C$ correspondents to the rules of referral mentioned in the previous footnote.
11. These are the AMRs of footnote 9.
12. The sketch for an analysis that follows here is based on the observations of 2 wicky ( 1984 ). The proposal that thUT be taken as the default setting at sone level is advanced there; and in a more restricted fashion by Willis (1992).
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