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Abstract

Shuffle is the operation of exchanging arbitrary data among a group of servers, and it is a fundamental

communication primitive in distributed computing. In particular, shuffle has been shown to be a

fundamental bottleneck to the scalability of flash bursts, a radically new paradigm in datacenter

computing. Flash bursts use a large number of servers but for very short time intervals (as little as

one millisecond), which makes it possible to run large-scale data-intensive computation within a few

milliseconds.

The unique features of flash bursts present three significant challenges to the design of a shuffle

algorithm. First, to avoid creating a central bottleneck, it’s not feasible to run a centralized sched-

uler. Second, flash bursts will likely be colocated with traditional batch jobs to achieve high resource

efficiency, so they need to perform shuffles efficiently even under interference from competing work-

loads. Finally, when running at large scales, the underlying network can rarely provide full bisection

bandwidth that is critical to most existing algorithms.

This thesis describes an efficient shuffle algorithm designed from clean slate that achieves optimal

performance cross a wide range of workloads even under the demanding conditions of flash bursts.

This algorithm uses a local policy at end hosts to schedule its incoming and outgoing messages as

ensembles in order to match sender and receiver bandwidths in a decentralized way; it overcommits

the receiver downlinks to maintain high network utilization under interference; it uses pro rata sliding

windows in a receiver-driven rate control scheme to implement weighted max-min fair sharing of the

downlink capacity; finally, when the underlying network doesn’t provide full bisection bandwidth,

it uses a lightweight global scheduling scheme to manage the bottleneck links in the core of the

network without requiring a central scheduler or the knowledge of the underlying network topology.

The evaluation shows that the throughput of the resulting shuffle algorithm is usually within a few

percent of the theoretical limit even in the 90th percentile.
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Chapter 1

Introduction

Shuffle is the operation of exchanging arbitrary data among a group of servers, and it is a fundamental

communication primitive in distributed computing. For example, it is widely used in the areas of

large-scale data processing (e.g., distributed sorts and joins), distributed graph analytics, and HPC

simulations.

However, there has been relatively little research on efficient shuffle algorithms. I suspect this is

due to at least three reasons. First, shuffles in existing applications usually have regular patterns

that are less challenging. For example, in distributed sorts, every server often sends and receives

roughly the same amount of data, and the shuffle messages are roughly the same size as well. Second,

shuffles require transmitting every byte of the data over the network at least once, so there is no

room for bandwidth-saving optimizations. Third, shuffles are actually not the bottleneck in many

workloads, so people have little interest in optimizing shuffle algorithms.

But why do we need a new shuffle algorithm now? The motivation of this thesis is primarily

driven by the recent emergence of a radically new paradigm in datacenter computing called flash

bursts. Flash burst applications use a large number of servers but for very short time intervals (as

little as one millisecond). Thus, it is possible to run large-scale data-intensive computation within a

few milliseconds with flash bursts, which may unlock new exciting applications such as complex real-

time decision making algorithms. In contrast, today’s datacenter applications couple scale and time:

applications that harness large numbers of servers also execute for long periods of time (seconds or

more).

Flash bursts call for a redesign of the shuffle algorithm for two reasons. First, the unique features

of flash bursts present significant challenges to existing algorithms. For example, the combination

of large number of servers and short time intervals makes it impossible to employ any scheme that

runs the scheduling algorithm on a central server; flash bursts will likely need to be colocated with

traditional batch workloads to improve resource efficiency, so they need to perform shuffles efficiently

even under interference from competing jobs; finally, when running at large scales, the underlying

1



CHAPTER 1. INTRODUCTION 2

network can rarely provide full bisection bandwidth that is critical to most algorithms. Second,

efficient flash bursts need efficient shuffles. As we shall see in Chapter 2, shuffle is almost always the

critical bottleneck at the optimal operating points of flash bursts. To see why this is true, consider

a flash burst application where the bottleneck is the local computation instead: this application

can continue to harness more servers (and distribute its data in finer granularity) to speed up the

computation until the overheads of coordination among servers (usually in the form of shuffles)

outweigh the benefits of adding more servers. Thus, improving shuffle efficiency also improves the

scalability of flash bursts.

As a result, this thesis sets out to design a new shuffle algorithm with a clean slate to solve the

challenge of performing efficient shuffles in flash bursts once and for all. An ideal shuffle algorithm

for flash bursts should have the following properties:

• It should scale smoothly to a large number of nodes (e.g., 1000 or more nodes).

• It should remain efficient even when the amount of data to shuffle is small (e.g., the shuffle

may complete in less than one millisecond).

• It should be robust to interference from the competing workloads running in the background.

• It should schedule data transfers wisely to better utilize the core bandwidth of the network

when the underlying network doesn’t provide full bisection bandwidth.

Unfortunately, existing solutions are far from satisfying: they may be optimized only for very specific

workloads, not applicable to the stringent time budgets of flash bursts, or suffering from significant

performance degradation in non-ideal environments. For example, Weighted Shuffle Scheduling [14]

(WSS) is a well-known algorithm that is provably optimal (under certain assumptions); however, its

typical implementations are often not suitable to low-latency shuffles in flash bursts.

This thesis is structured into two parts. The first part of the thesis demonstrates the importance

of shuffles by introducing the notion of flash bursts. In order to learn more about the feasibility of

flash bursts, I developed two new benchmarks, MilliSort and MilliQuery. MilliSort is a distributed

sorting application and MilliQuery implements three SQL queries. The goal for both applications was

to process as many records as possible in one millisecond, given unlimited resources in a datacenter.

The main contributions of this part are as follows:

• It proposes a radically new style of computation named flash burst that harnesses a large

number of servers but for very short time intervals.

• It confirms that flash bursts are not just feasible for challenging workloads, such as sorting,

that require complex coordination among servers, but also rather efficient even compared to

big data systems that are designed to operate at much larger timescales.



CHAPTER 1. INTRODUCTION 3

• It yields several interesting insights about flash bursts: e.g., the amount of data that a flash

burst can handle grows quadratically with the time budget (both the amount of data per server

and the number of servers grow at least linearly with the time budget).

• It identifies that some of the most important and common limits to scalability are coordination

overhead and shuffle cost (both can be largely attributed to per-message overheads, although

performing efficient shuffles requires a lot more than just reducing per-message overheads).

The second part, which is also the main body of the thesis, focuses on how to perform shuffles as

fast as possible, and the main contribution is a clean-slate shuffle algorithm that combines a number

of simple yet effective ideas in a synergistic way:

• It advocates an ensemble-wide scheduling approach on end hosts to match sender and receiver

bandwidths in a decentralized fashion: in particular, each sender uses a local scheduling policy,

Greatest Remaining Processing Fraction (GRPF), to allocate its uplink bandwidth in propor-

tion to the remaining sizes of the outgoing messages, and each receiver also uses GRPF to

allocate its downlink bandwidth by issuing grants to senders.

• It discovers that overcommitting the receiver downlinks is the key to maintaining high network

utilization, especially when there is interference from competing workloads.

• It uses a receiver-driven window-based rate control scheme to complement the GRPF policy in

the presence of overcommitment; this scheme effectively prevents certain senders from obtain-

ing unfairly large shares of downlink bandwidth, and it achieves straggler mitigation naturally

by gradually assigning more bandwidth to the messages that fall behind.

• When a purely endhost-based solution falls short due to in-network bottlenecks, a simple yet

effective heuristic is devised to mitigate straggler receivers arise from sub-optimal allocation of

bandwidth in the network core; this heuristic is completely agnostic to the underlying network

topology and only requires exchanging a small piece of data periodically among the cluster.

The net result is a shuffle algorithm can achieve excellent performance (usually within a few percent

of the optimal) for a wide range of workloads and under various demanding conditions. In fact, this

algorithm could be viewed as an instantiation of the optimal WSS scheme which better exploits the

specifities of the low-latency shuffle problem (Chapter 3 will discuss their relationship in detail).

Note that the study on flash bursts preceded the work on efficient shuffles. I did not choose the

example applications of flash bursts because they require shuffles, and I did not know about the

limiting factors. However, it turned out that shuffle is not only essential in flash bursts (three out

of four workloads require at least one shuffle), but also the critical limiting factor of the scalability

of flash bursts. As a result, the first part of the thesis (Chapter 2) is self-contained, and it can be

read independently from the other chapters.
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The remainder of this dissertation describes the MilliSort and MilliQuery experiments for flash

bursts (Chapter 2); explains the motivations, design rationales, and details of the new shuffle protocol

(Chapter 3); covers the network simulator (Chapter 4) and workload generator (Chapter 5) that

are used in the performance measurements; conducts a thorough evaluation of the shuffle protocol

(Chapter 6); and discusses additional topics and related work (Chapter 7).



Chapter 2

MilliSort and MilliQuery

One of the benefits of datacenter computing is the ability to run large-scale applications that harness

hundreds or thousands of machines working together on a common task. Using frameworks such as

MapReduce [21] and Spark [100], developers can easily create applications in a variety of areas such

as large-scale data analytics.

Until recently, large-scale applications have executed for relatively long periods of time: seconds

or minutes. This was necessary to amortize the high cost of allocating and coordinating a collection

of servers. Similarly, frameworks such as MapReduce and Spark have traditionally operated on very

large blocks of data, in order to amortize high network latencies. Thus, they cannot be applied to

real-time tasks. Instead, real-time queries must return precomputed results, such as those produced

in overnight batch runs. This means that the queries must be carefully planned in advance; ad-hoc

queries cannot easily be supported.

Streaming frameworks such as Flink [26] or Spark Streaming [101] operate on incoming data

in real time, but they do this by incorporating new data into queries or transformations that are

planned long in advance. In order to support real-time queries, the scale of computation triggered

by each event is quite limited.

In recent years, new serverless platforms such as [5, 67, 31] have made it possible to run short-

lived tasks (as small as a few hundred milliseconds) in datacenters. However, the unit of execution

in these environments is an individual function call. It is difficult to harness multiple machines in a

single serverless computation; for example, direct communication between lambdas is not officially

supported, and existing workarounds [3, 27] have high latency and low bandwidth.

In this thesis, I set out to explore the possibility of extending serverless computing in two ways:

first, by further reducing the timescale; and second, by reintroducing scale, so that large numbers of

servers can work together. The term flash burst is used to describe a computation that has a very

short lifetime yet harnesses large numbers of servers. Flash bursts offer the potential of analyzing

large amounts of data in real time. This could enable the creation of new applications that execute

5
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customized queries on large datasets in real time, without the need to predict queries hours or days

ahead of time.

Rather than making incremental improvements on existing systems, my goal is to push the notion

of flash bursts to the extreme, in order to understand the limits of this style of computation. In

particular, I set out to answer the following questions:

• What is the smallest possible timescale at which meaningful flash bursts can operate?

• What is the largest number of servers that can be harnessed at such a timescale?

• What aspects of current systems limit the duration and scale of flash bursts?

We hypothesized timescales as small as 1 ms might be possible, so we set that as the initial goal.

In order to make the problem more concrete, I decided to implement two focused applications

that capture patterns of computation and communication I expect to be common in flash bursts. The

first application is MilliSort: given unlimited resources in a datacenter, what is the largest number

of small records that can be sorted in one millisecond? The second application is MilliQuery, which

consists of three representative SQL queries from the tutorials for Google BigQuery. The queries

range from a simple scan-filter-aggregate query to a distributed join requiring multiple shuffles. As

with MilliSort, the goal was to understand how much data can be analyzed, and how many servers

can be harnessed, in timescales around 1 ms.

The process of developing and measuring these applications has yielded interesting results in

three categories:

• Measurements: MilliSort and MilliQuery demonstrate that large-scale data analytics can op-

erate efficiently even at timescales of 1–10 ms. MilliSort can sort 0.84 million small records in

one millisecond using 120 servers running on 30 machines. The MilliQuery benchmarks process

.03–48 million records in one millisecond using 60–280 servers, depending on the query.

• Observations: the development of MilliSort and MilliQuery yielded several interesting insights

about flash bursts, which are summarized in Section 2.6. For example, I found that the

amount of data that a flash burst can handle grows quadratically with the time budget (both

the amount of data per server and the number of servers grow at least linearly with the time

budget). Some of the most important and common limits to scalability are shuffle cost and

coordination overhead (both can be attributed to per-message overheads).

• Algorithms: while implementing MilliSort we developed a new low-latency algorithm for par-

titioning the keys, which uses a hierarchical series of distributed sorts. I also developed a novel

splitter selection algorithm that improves the balance among data partitions. Overall, MilliSort

runs with efficiency comparable to other systems that operate at much larger timescales.
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• Sort 40,000 10-byte keys using 8 cores [7].

• Copy 5 Mbytes of data from memory to memory sequentially.

• Send or receive 5 Mbytes of data with a 40 Gbps NIC.

• Invoke 300 back-to-back remote procedure calls on one core, using kernel bypass [77, 81, 50].

• Send or receive 2–5k small messages on one core [77, 50, 75].

• Take 10,000 back-to-back L3 cache misses on one core.

Figure 2.1: Examples of tasks that can be completed in one millisecond on modern hardware.

2.1 Background

One millisecond is not very long. Figure 2.1 lists a few things that can be done in one millisecond

on today’s machines; these create fundamental limitations for flash bursts.

2.1.1 Limited data per server

One of the most important limitations evident from Figure 2.1 is that each server can only manipulate

a small amount of data (on the order of a few Mbytes): e.g., a single server core can only access a

few megabytes of data in one millisecond, and network bandwidth allows only a few megabytes to

be transmitted in one millisecond.

Given the large number of servers and small data per server, data must stay evenly distributed

throughout a flash burst. If even a small fraction of data accumulates on a single server, the network

link into that server will become a bottleneck.

2.1.2 Coordination cost

Given that each server can only access a small amount of data, the overall scale of a flash burst

will be limited by the number of servers that can be harnessed. But, the small time scale makes

it difficult to coordinate very many servers; at some scale one millisecond isn’t even enough time

to notify all the servers to start working. Thus, coordination overheads play a fundamental role in

flash bursts, since they limit the scale. “Coordination” includes such activities as engaging all of the

servers, determining work assignments for each server, and sequencing the phases of the algorithm.

Existing large-scale applications such as Spark store much larger amounts of data per server and

also run for longer time periods; this combination makes coordination overheads less important.

2.1.3 Multiple communication costs

For many existing large-scale applications, the only communication cost that matters is network

bandwidth. Systems such as MapReduce and Spark are explicitly designed to exploit bandwidth and

hide communication latency. However, for flash bursts three different costs may become important.
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In addition to bandwidth, which matters when sending large blocks of data, and latency, which

matters when sending small chunks of data, a third cost plays an important role in flash bursts:

per-message overhead (the CPU time required to send and receive short messages). Per-message

overhead comes into play when a server has a collection of small requests that can be sent to

other servers concurrently; it limits how quickly a series of messages can be issued or received.

Per-message overheads are particularly important in flash bursts because they dominate the cost of

group communication primitives (discussed below), which in turn dominate the cost of coordination.

2.1.4 Group communication

If a collection of servers is to cooperate closely, the servers will probably need to exchange data

frequently and in small chunks. However, in a flash burst, where there are hundreds or thousands

of servers operating on a very small time scale, it is not practical for each server to communicate

directly with all of the other servers. For example, if a server broadcasts data to 1000 other servers

by sending a separate small message to each of them, the broadcast will consume a substantial

fraction of a millisecond, due to per-message overheads.

Thus, group communication plays an important role in flash bursts. In group communication,

many or all of the servers in a cluster transmit data concurrently to carry out a cluster-wide goal.

The HPC community has identified and implemented a variety of useful group communication

mechanisms [90], of which four play a role in MilliSort and MilliQuery:

• Broadcast: data that is initially present on a single server must be distributed to every server

in the group.

• Gather: the reverse of broadcast. A single server must collect distinct data from each of the

servers in the group.

• All-gather: initially each server in the group stores a distinct data item; the all-gather

operation must arrange for every server in the group to receive a copy of all the items.

• Shuffle: each server initially stores a separate data item for every other server in the group;

the shuffle must transmit all the items to their intended targets.

Group communication provides two benefits. First, it harnesses multiple servers operating con-

currently to speed up the communication; for example, several servers can be used to complete a

broadcast more quickly by propagating messages via a tree structure. Second, it can sometimes

replace many small messages with a few larger messages; this reduces the impact of per-message

overheads. For example, a hypercube style [93] of all-gather requires only MlogM messages for M

servers, vs. M2 messages if each server communicates independently with every other server.
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2.2 Applications

One of the challenges in exploring flash bursts is that there are no flash burst applications available

today (unsurprising, since there is no infrastructure capable of supporting them). Fortunately, there

appears to be a small set of patterns of computation and communication that are used commonly

across a variety of large-scale applications and account for much of their performance [4, 30, 51].

These are referred to as dwarfs by Asanovic et al. [4] and others. For example, matrix operations,

sorting, and statistics computations are dwarfs for big-data and AI workloads. Rather than guessing

at full applications, I have implemented two small applications that capture several dwarfs. Although

the behavior of these dwarfs will not be a perfect predictor of any real application, this approach has

two advantages. First, lessons learned from the dwarfs are likely to apply to many real applications.

Second, it is easier to understand the properties of the dwarfs when they are studied in isolation,

rather than as part of a full application with many interacting parts.

The first application is a sorting benchmark called MilliSort. Sorting has been used to evaluate

system performance for many decades, originating with a challenge proposed by Jim Gray and others

in 1985 [2]. Sorting plays an important role in many distributed computations. For example, sorting

can be used as a data preprocessing step to support efficient range queries, to improve data locality

for graph partitioning [66], and to perform load balancing [66, 21, 39]. Sorting is also very challenging

because it requires intensive and unpredictable communication (any record can potentially end up

on any server). This creates challenges both for the algorithm and the underlying infrastructure.

For MilliSort, the goal is to sort as many small records as possible in intervals around one

millisecond, using any number of servers in a datacenter. Each record contains 100 bytes, consisting

of a 10-byte key and a 90-byte value. Before starting the benchmark, the MilliSort application is

pre-loaded and the unsorted records are distributed evenly among the available machines in DRAM.

The data on each server is structured with all of the keys in a single block of memory and all the

values in another block, in corresponding order. Upon completion, the data must be redistributed

across the same servers, sorted such that one server contains the records with the smallest keys, and

so on. At the end of the sort, the data on each server is structured in two blocks of memory, one

containing the keys in sorted order and another containing the values in the same order as their

keys. The challenge does not require that the result data be distributed evenly across the servers,

but this turns out to be essential for good performance.

The second “application” is a collection of three SQL queries from the documentation of Google’s

BigQuery [95, 56]; these queries are referred to as MilliQuery collectively. I expect that many flash

burst applications will perform data analytics to provide real-time results from ad hoc queries; the

goal for MilliQuery is to capture dwarfs that will be common in these applications.

These three queries are chosen with different levels of complexity, in order to span a range of

SQL behaviors (see Listing 1).

Q1: counts the number of article views on Wikipedia by language (there are at most a few hundred
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/* MilliQuery Q1: count article views on Wikipedia by language */

SELECT language, SUM(views)

FROM `bigquery-samples.wikipedia benchmark.Wiki1B`

GROUP BY language

/* MilliQuery Q2: top 10 IPs by the number of edits to Wikipedia */

SELECT contributor_ip AS ip, COUNT(*) AS count

FROM `publicdata.samples.wikipedia`

GROUP BY ip ORDER BY count DESC LIMIT 10

/* MilliQuery Q3: complex data analytics on GitHub data */

WITH

repo_authors AS ( -- Build the intermediate author table

SELECT repo_name, author.name AS author

FROM `bigquery-public-data.github repos.commits`,

UNNEST(repo_name) AS repo_name

GROUP BY repo_name, author),

repo_languages AS ( -- Build the intermediate language table

SELECT lang.name AS lang, lang.bytes AS lang_bytes, repo_name

FROM `bigquery-public-data.github repos.languages`,

UNNEST(language) AS lang)

SELECT lang, author, SUM(lang_bytes) AS total_bytes

FROM (repo_languages JOIN repo_authors USING repo_name)

GROUP BY lang, author ORDER BY total_bytes DESC LIMIT 100

Listing 1: The three SQL queries used in the MilliQuery benchmark

Coordination Shuffle(s) Dwarf(s)
MilliSort Heavy ≥2 Sort
MilliQuery Q1 None 0 Aggregate
MilliQuery Q2 Light 1 Repartition,Aggregate
MilliQuery Q3 Light 3 Repartition,Join

Table 2.1: A comparison of the applications used for studying flash bursts.

different languages).

Q2: finds the top 10 IP addresses by the number of edits they made to Wikipedia articles.

Q3: for each combination of author and programming language, sum all of the bytes in that language

in any repository for which the author was a contributor; returns the top 100 author-language pairs.

In each case, the goal is to process as much data as possible within 1 ms using unlimited datacenter

resources, assuming that the application is pre-loaded and data is initially distributed uniformly

across the nodes.

Table 2.1 compares these applications in terms of the complexity of coordination (how difficult

it is to divide the work among the participating nodes and coordinate their behaviors), the number

of shuffles required, and the dwarfs captured. Together, MilliSort and MilliQuery cover a significant

range of interesting behaviors.

The goal for MilliSort and MilliQuery was to push the idea of flash bursts to the extreme. It is
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hard to know what burst sizes will prove useful to applications, so I set out to characterize the range

that is practical: what is the smallest time interval and what is the largest number of servers that

can be harnessed efficiently? I also hoped to learn what are the technical factors that limit flash

bursts. I chose a one millisecond time limit because it seemed like an extreme goal: at the outset, I

was unsure whether it would be possible to do anything useful in such a short interval.

2.3 The MilliSort algorithm

Although distributed sorting is not new, designing a sorting algorithm to operate at a timescale of

one millisecond introduces new challenges due to the high cost of coordination. This section describes

MilliSort’s algorithm in detail and presents a novel hierarchical approach to data partitioning that

enables efficient coordination even at very small timescales.

Most distributed sorting algorithms use a partitioning approach, and MilliSort follows this tra-

dition. First, the data is partitioned by deciding which key ranges should end up on each server;

then the records are shuffled between servers to implement the chosen partitions. This approach

optimizes the use of network bandwidth by transmitting each record only once, during the shuffle

phase. The partitioning approach makes sense because it optimizes the use of network bandwidth,

which has traditionally been the scarcest resource in distributed sorting. Alternative approaches,

such as those that use multi-stage merge sorts, require data to be transmitted over the network

multiple times, so they have proven slower than the partitioning approach.

More precisely, MilliSort implements a variant of distributed bucket sort, with one bucket for

each server. It consists of four phases:

• Local sort: each server sorts its initial data.

• Partition bucket boundaries: the servers collectively determine the key ranges that will end

up on each server after sorting.

• Shuffle: each server transmits its keys and values to the appropriate targets.

• Local rearrangement: the data arriving on each server during the shuffle phase must be rear-

ranged into two totally sorted arrays, one for keys and one for values.

The sections below discuss each of these phases in more detail. The partitioning phase is presented

first, since it is the most complex phase and also the most interesting phase from an algorithmic

standpoint.

2.3.1 Histogram sort

One of the most widely used partition-based sorting algorithms is histogram sort, which computes

the final key ranges by iteratively refining an existing partition until the keys are evenly distributed
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on the servers. A typical workflow of histogram sort is as follows. In the beginning, a central server

picks M − 1 splitters, which divide the key space into M buckets, and broadcasts them to the other

servers. Then, each server computes a local histogram of its keys in the buckets and sends it back to

the central server. Finally, the central server computes a global histogram by summing up the local

histograms and adjusts the splitters to reduce the imbalance. The process of histogramming and

refinement is repeated until an even partition is achieved. In addition to the one mentioned above,

there are other variations of histogram sort which use more splitters for histogramming or increase

the number of splitters as they progress.

However, histogram sort is undesirable for MilliSort since it requires many iterations to converge,

and each iteration incurs significant message delays. To avoid overloading the central server, his-

togram sort often uses group communication to broadcast splitters and reduce local histograms in a

tree structure. As a result, each iteration incurs 2log(M) back-to-back message delays. In the test

cluster, the combined cost of broadcast and gather is at least 50 µs for 100 servers. With just 10

iterations, message delays alone will take away half of the 1 ms time budget. Finally, the actual cost

of partitioning will be even higher due to other overheads; the reported partitioning times of some

recent histogram sort implementations easily exceed 50 ms for 512 HPC nodes [53, 37].

2.3.2 Sample sort partitioning

MilliSort takes a different approach to partitioning, selecting a larger number of initial keys so that

it can estimate the distribution in a single iteration. MilliSort’s partitioning algorithm is based on

sample sort with regular sampling [87, 59]; the basic idea is to select many keys from the starting

data, use these to estimate the distribution of keys, and pick partition boundaries based on the

estimated distribution. Figure 2.2 shows the basic idea. After sorting its local data, each server

samples its keys at equally-spaced intervals within the sorted records; these samples are referred to

as pivots. The pivots of all servers are collected and sorted (more details on this below). Finally

splitter values are chosen from the sorted pivots. If there are M machines participating in the sort,

M − 1 splitters are chosen, which divide the sorted pivots into M equal-size groups. The splitters

determine how records are divided between servers during the shuffle phase: server i will eventually

hold all records with keys greater than or equal to the ith splitter and less than the i+1th splitter.

Because of the sampling used by this approach, there is no guarantee that each server will end up

with exactly the same number of records at the end of the sort. If there are N total records divided

among M machines and each machine chooses sM pivots, then, in the worst case, a server may end

up with as many as (1+1/s)(N/M) records (N/M is the ideal number in a perfect partition) [87, 59].

For MilliSort, s is set to 1 (each machine choosesM pivots), so the final partition sizes are guaranteed

to be within a factor of 2 of the ideal size. In practice the distribution of records is considerably

more uniform than suggested by the worst-case formula above.

With this approach, the total number of pivots to sort is sM2. This means that as the number
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Figure 2.2: A basic sample sort partition mechanism; n1 – nM are the MilliSort nodes.

of machines increases, partitioning will take more and more time, even if all of the machines share

the work. Given a limited amount of time for the sort, partitioning cost will limit the number of

machines that can be harnessed.

2.3.3 Recursive partitioning

One way to perform the partitioning is to gather all of the pivots on a single coordinator server, sort

them locally on that server, then broadcast the splitters back to all of the servers. However, this

approach is too inefficient for MilliSort. If 300 machines participate in the sort, there will be 90,000

pivots; as shown in Figure 2.1, a single server can only sort about 40,000 keys in one millisecond, so

the sorting alone would take more than 2 ms. The overhead of receiving all the pivots on a single

server is also problematic. Thus, millisecond-scale sorting requires partitioning to be performed in

a distributed fashion.

MilliSort uses a recursive approach to partitioning: the pivots are sorted in a distributed fashion

using a smaller instance of MilliSort, as shown in Figure 2.3. A subset of the machines, called pivot

sorters, sort the pivots and select splitters; each of the other servers is assigned to one of the pivot

sorters. To begin the sort, each pivot sorter gathers the pivots from its assignees. The pivots arriving

from each source machine are already sorted, so the pivot sorter can use merge sort on the arriving

data to produce a sorted list of all the pivots for which it has responsibility. Then each pivot sorter

samples its pivots to choose a smaller number of level 2 pivots; the level 2 pivots are passed to a

coordinator, which sorts them and produces a set of level 2 splitters. The coordinator broadcasts

the level 2 splitters back to the pivot sorters, which then perform a shuffle to redistribute the pivots

among the pivot sorters in sorted order.
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Figure 2.3: A two-level partitioning example with M = 100, s = 1, r = 10.

At this point the pivots have been sorted and splitters must be chosen (i.e., every sM th pivot

across all of the pivot sorters must be selected). It would be nice for each pivot sorter to indepen-

dently select splitters from its pivots, but in order to do this, the pivot sorter must know its rank

(i.e., how many pivots stored on other servers are smaller than the pivots that it stores). The rank is

not immediately obvious because pivots are not distributed uniformly across the pivot sorters. The

solution is to distribute rank information during the shuffle phase of the pivot sort. When a pivot

sorter sends a group of pivots to another pivot sorter during the shuffle, it includes the local rank of

that group (i.e., the number of pre-shuffle pivots from that pivot sorter that are smaller than those

in the group). Each pivot sorter can determine its rank by summing the local ranks in all of the

shuffle messages it receives. Once a pivot sorter knows its rank, it can identify the splitters that it

stores.

Finally, once the splitters have been determined, they must be disseminated to all of the machines

participating in the sort. One approach would be for each of the pivot sorters to broadcast its

splitters to all of the M machines; however, this would have a high cost because of the large number
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Figure 2.4: A comparison of the splitter selection algorithms on an example scenario. The keys
of each server’s data are uniformly distributed in a range indicated by a horizontal line, where dots
are pivots (starting and ending pivots are not considered by the original algorithm). The splitters
selected by the original algorithm are indicated with solid blue vertical lines. The splitters selected
by the weighted algorithm are indicated with dashed vertical lines. The numbers on pivots are
the cumulative pivot weights used by the weighted algorithm. The numbers on arrows above and
below the diagram indicate the relative sizes of the buckets for the original and weighted algorithms,
respectively.

of messages that would result. Instead, MilliSort uses a two-step approach to distribute the splitters.

In the first step, an all-gather operation is used to exchange the splitters among the pivot sorters,

so that each pivot sorter has all M − 1 splitters. Then each pivot sorter broadcasts the complete set

of pivots to all of the machines assigned to it.

If the number of servers is very large, the 2-level approach described above will still take too

long. If that is the case, additional levels may be used in the partition. For example, in a 3-level

approach the level 2 pivots will not be sorted on a single coordinator; instead, they will be collected

by a smaller number of second-level pivot sorters, which will then select a set of level 3 pivots. The

level 3 pivots will be collected and sorted on a single coordinator, resulting in level 3 splitters, which

are used to shuffle the level 2 pivots. The approach can be extended to an arbitrary number of

levels, though the experiments suggest that 2 or 3 levels is appropriate for MilliSort.

Let r be the reduction factor at each level of recursive sorting. For M total machines, there will

be M/r pivot sorters, M/r2 second-level pivot sorters, and so on. For the MilliSort implementation

a reduction factor of 10 is used.

2.3.4 Improved splitter selection

The splitter selection algorithm described in Section 2.3.2 tends to produce unbalanced partitions

where the first server contains considerably more records than the last server. This imbalance can
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120 servers (7000 records per server)
Uniform Gaussian

Naive Improved Naive Improved
Pivots P50 P90 P50 P90 P50 P90 P50 P90
120 33.6% 45.5% 6.9% 8.6% 37.6% 47.7% 6.9% 8.6%
240 23.5% 25.4% 4.4% 5.4% 23.4% 25.4% 4.4% 5.5%
360 15.9% 16.9% 3.1% 3.8% 15.9% 17.0% 3.2% 3.9%
480 11.5% 12.3% 2.5% 3.0% 11.6% 12.4% 2.5% 3.0%
600 9.6% 10.3% 2.0% 2.4% 9.7% 10.4% 2.0% 2.5%

Table 2.2: Excess records in the largest partition, relative to the average partition size, when using
the improved splitter selection algorithm, vs. the naive algorithm. Input keys were drawn from two
random distributions, and rows corresopnd to different numbers of pivots per server. “P50” and
“P90” represent the median and 90th percentile over 1000 runs, respectively.

be explained by considering the groups of keys delimited by the pivots from each server; all of the

groups contain about the same number of records. If we choose the Mth smallest pivot as the first

splitter (assuming s = 1), then the first server will contain M full groups of records. In addition, it

will contain some records from up to M − 1 additional groups, whose contents are divided between

the first two servers (see Figure 2.4). Thus, the first server is likely to contain about 1.5M groups

worth of records. In contrast, the last server will contain records from at most M groups, of which

all but one are partial (some of their records have keys smaller than the last splitter). Thus, the last

server will probably hold only about 0.5M groups of data.

To mitigate the data imbalance, I developed a new weighted approach to selecting splitters. The

original approach behaved as if all of the keys in each group had the same value as the pivot at the

end of the group. The new approach changes the weighting, so that half of the keys in each group

are attributed to the beginning of the group and half to the end. Specifically, in the new approach,

each server also includes its smallest and largest keys as pivots, and each pivot is annotated with a

weight. The first and last pivots have a weight of 0.5 (half a group), and middle keys have a weight

of 1.0 (half of the preceding group and half of the following group). The annotated pivots from

all servers are collected and sorted as usual. Then the pivots are scanned from smallest to largest,

adding up the pivot weights; when a given pivot is reached, the cumulative weight is an estimate of

how many groups worth of data have keys less than or equal to the pivot. The ith splitter will be

the first pivot encountered where the cumulative weight is at least i× sM .

I evaluated the improved mechanism for splitter selection by running stand-alone simulations

with keys drawn from random distributions. Table 2.2 shows that the improved mechanism ensures

that the largest partition is within 10% of the ideal size. Without the improvement, the largest

partition will be 30-50% larger than ideal if the number of pivots per server equals the number of

servers. Said another way, using the new splitter selection mechanism provides a greater benefit

than increasing the pivots per server by 5x.
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2.3.5 Local sort

Now that the partitioning mechanism has been described, the next few subsections discuss the

remaining phases of MilliSort. These phases are more straightforward than the partitioning phase,

though their performance is still important.

MilliSort relies on prior work for the local sort. The problem of sorting on a single compute

server is well-studied, with many solutions that can take advantage of multiple cores. In the experi-

ments the In-place Parallel Super Scalar Samplesort (IPS4o) algorithm [7] is chosen as a reasonable

representation of a multi-core comparison-based sorting algorithm.

Once the keys have been sorted, the values must be rearranged to match the order of the keys.

This can be overlapped with the partitioning phase and the key shuffle; the rearranged values are

not needed until the value shuffle.

2.3.6 Shuffle

Once the splitters have been selected and distributed to all of the machines, MilliSort uses an all-

to-all shuffle to transmit each key and value to the appropriate server. The keys and values on each

server were already sorted during the local sort phase. Each server uses the splitters to determine

the range of keys to send to each other server. It then sends a message to that server containing the

appropriate range of keys, followed by the data associated with those keys.

2.3.7 Local rearrangement

Within each message that a server receives during the shuffle phase, the keys and values are in sorted

order. The server must then combine these chunks into two sorted arrays, one containing all the

keys and other containing all the values. To do this, each server first performs a merge sort on the

arrays of keys; then it rearranges the values to match the order of the keys. Each key contains its

index in the incoming shuffle message (which is the same as the index of the value in the message).

Once the keys have been sorted, a sequential scan is made over the key array; the index stored with

each key is used to find the corresponding value and the value is then stored at the next sequential

location in the result array. This two-step approach is faster than a one-step approach that merges

both keys and values together, because it copies the (larger) values only once.
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2.4 Implementation

2.4.1 Group communication

I created a C++ library that implements the group communication primitives described in Sec-

tion 2.1.4; both MilliSort and MilliQuery make extensive use of this library. The group communi-

cation primitives are implemented using the network transport infrastructure from RAMCloud [77].

RAMCloud’s transports use kernel bypass with either DPDK [20] or the Infiniband verbs interface to

provide low latency (5 µs round-trips) and high throughput (up to 25 Gbps). However, RAMCloud

requires all network communication to pass through a single dispatcher thread, which limits message

throughput to about 1.6 million messages per second. The group communication primitives contain

1500 lines of C++ code, not counting code in RAMCloud.

Broadcast, gather, and all-gather were implemented using well-known approaches [93, 97]. For

broadcast, MilliSort uses a k-nomial tree, with the topology optimized based on precise knowledge

of message latency and per-message cost. For gather, MilliSort uses a k-nomial tree with k = 6, in

order to utilize as much network bandwidth as possible at each step. For all-gather, MilliSort uses

a hypercube approach, extended to handle group sizes that are not even powers of two [85].

Shuffle is the most important of the group communication primitives: it accounts for half or more

of the end-to-end time in the highest performing MilliSort configurations and it is also used in two of

the three MilliQuery queries. However, achieving high-performance for shuffle is challenging. Ideally,

shuffles should utilize the full bandwidth of the network, with each host simultaneously sending and

receiving at the speed of its uplink. However, achieving this goal is difficult. One problem is small

messages, which are more likely to occur in flash bursts than other applications (see below). Another

problem is that shuffle requires full bisection bandwidth in the underlying network. Fortunately, the

test cluster has full bisection bandwidth. Unfortunately, I was unable to harness all of the available

bandwidth.

Achieving full bisection bandwidth requires a near-perfect bipartite matching, where at any given

time each source transmits at full bandwidth to a different target. This is difficult to achieve, for two

reasons. First, two servers might attempt to transmit simultaneously to the same target. When this

occurs, bandwidth is wasted on the senders, since the target can only receive from one of them at a

time; in addition, some other server will not be receiving anything at all, which wastes its incoming

bandwidth. Second, achieving full bisection bandwidth requires perfect load-balancing across the

network fabric. Unfortunately, the test cluster does not support packet-level load-balancing. Instead,

it uses flow-consistent hashing, where all packets from a particular source to a particular destination

are routed over a single (randomly chosen) path through the fabric. Even if two sources send to

different targets, their routes might traverse a common intermediate link, resulting in bandwidth

underutilization. With large clusters, routing conflicts are virtually guaranteed.
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Initially, shuffles were implemented by handing off the messages to the underlying network trans-

port of RAMCloud; by default, RAMCloud uses a protocol called Homa [69] that schedules messages

based on the SRPT (shortest remaining processing time first) policy. However, after observing poor

performance of this naive implementation, I attempted a lock-step approach to construct a bipartite

matching. In the lock-step approach, in step i each server n transmits to server (n+ i) mod M , and

the start of step i + 1 is delayed until step i has completed. This mostly eliminated the problem

where two senders transmit to the same target, but it works best when all messages are large and

the same size. If messages are small, or if messages have different sizes, the act of maintaining

lock-step wastes most of the network bandwidth (e.g. each step must wait for the longest message

in the preceding step to complete). Furthermore, lock-step is still vulnerable to conflicts in network

routes. As a result, the performance with this approach was far from satisfactory.

I then switched to a nearly-opposite approach, implementing shuffles in a “high-entropy” fashion

that is granular, concurrent, and random. The first step is to ensure that messages sent during

shuffles are relatively short (at most 40 KB in the current implementation). In many cases, the

messages are inherently short; if the data from one server to another exceeds a threshold size, it is

divided into multiple short chunks, which are sent as separate messages. Each host sends multiple

messages concurrently; the targets are chosen randomly, but a given source will have at most one

message outstanding to a given target at a time. With this approach there will still be conflicts

but they will not stall senders; conflicts simply result in packet queueing in the network. Since each

sender has multiple outstanding messages, it is likely that there will be incoming data for each server

at all times. Since messages are short, buffer overflows in the network are unlikely and a sender

doesn’t waste much time on a busy receiver before directing its bandwidth elsewhere. Stalls will

occur only at the end of the shuffle, when a sender is waiting for its last few messages to complete.

The high-entropy approach resulted in much better performance than the alternatives I tried before

it1.

Shuffles are more challenging in a flash burst than in more traditional environments that operate

at large timescales. A flash burst scales by increasing the number of servers, with less data on each

server, in order to complete more quickly. Less data on each server means the size of each shuffle

message will drop; more servers means that each server’s data is split among more shuffle messages,

which also results in less data per message. The result is a rapid drop in shuffle message size as a

flash burst scales. This leads to low network bandwidth utilization and high per-message overheads.

One possible solution is to use a two-level shuffle to reduce the number of messages sent and

received by each server from M−1 to 2·(
√
M−1). Two-level shuffle arranges all servers into a virtual

mesh and proceeds in two rounds: each server first exchanges data with other servers in the same row,

and then in the same column. However, this approach doubles the network bandwidth consumed,

since most data must be transmitted twice. For the experiments the increased bandwidth usage of

1This high-entropy approach was developed during the MilliSort/MilliQuery project as a workaround to improve
the shuffle performance; it is not the new shuffle algorithm that will be described later in the dissertation.
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a two-level shuffle was more problematic then per-message overheads for a single-layer shuffle; I did

not find any situations where multi-level shuffles are advantageous.

2.4.2 MilliSort

The MilliSort implementation is fully decentralized: each server operates independently in an event-

driven style, with no central coordinator (central coordination is intolerable for flash bursts, both

because of the latency it adds and also because central coordination often involves lock-step operation

at the end of each stage, which suffers from stragglers). While the order of stages executed in a

server is well defined, the timing is affected by remote procedure calls (RPCs) from other servers.

At various points, the progress of the server will stall until certain pieces of data have arrived. As

one example, a pivot sorter cannot select level 2 pivots until it has received pivots from all of the

servers in its group.

Different servers must have different behaviors during the sort. For example, only a subset of

the servers will act as pivot sorters. Each server has an identifier ranging from 0 to M − 1, which

determines the various roles it will serve during the sort. For example, servers with identifiers

that are 0 mod r serve as pivot sorters and they receive pivots from servers with the following r− 1

identifiers. At the start of the sort each server knows its identifier, the value of M , and the addresses

of the other servers.

Achieving the highest overall performance for MilliSort requires careful optimization of both

communication and computation. Section 2.4.1 has already discussed the challenges associated with

shuffles. Using cores efficiently is another challenge, because the number of threads changes rapidly

over the life of the sort. Thus, MilliSort uses Arachne [83] for efficient user-level thread and core

management. For example, Arachne allowed us to quickly spawn a group of threads to parallelize a

task, such as local sort, and place them precisely on all available cores. In addition, MilliSort creates

a new thread for each incoming RPC and leaves it to Arachne to schedule those threads on cores

that are less busy.

2.4.3 MilliQuery

I created a special-purpose implementation of each of the three MilliQuery queries, largely based on

the query plans generated by BigQuery. These queries were much easier to implement than MilliSort,

particularly given the availability of the group communication library. The implementation took only

a few days, and the three queries contain 250, 300, and 800 lines of C++ code, respectively.

The implementation of Q1 follows a simple scan-aggregate pattern: each server scans its data

independently to count the views by language, then the local results are gathered back to one

server, using a k-nomial tree and combining the statistics at each node. Since the number of distinct

languages is only a few hundreds, all messages in the gather phase are small.
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Similar to Q1, Q2 can also be implemented as local scan followed by a gather. But, the number of

distinct IP addresses is quite large, so the gather phase would consume too much network bandwidth

with this naive approach. Thus, before the gather phase, a shuffle is used to collect all the counts

for each address in one place, using a hash partition. Then each node in the gather tree collects

local results from all its children, but only needs to send the top ten IP addresses to its parent.

Q3 is considerably more complex and requires a total of three shuffles. First, two shuffles are

used to materialize two intermediate tables, distributing the records for each table using a hash

partition with the repo_name field. Then, the two tables are joined locally using the same key, and

a third shuffle redistributes the joined records by hash partitioning on (lang, author). Finally,

top-100 statistics are computed locally and aggregated as in Q2.

For simplicity, I didn’t implement additional mechanisms to handle hot keys in hash partitioning

for Q2 or Q3; however, it’s possible to use MilliSort’s recursive partitioning scheme to create a more

balanced range partitioning, at the expense of higher partitioning cost.

2.4.4 Communication infrastructure

I chose to build the MilliSort and MilliQuery prototypes on top of RAMCloud [77] mainly to reuse

its flexible network infrastructure. However, this choice comes with the cost of limited message

throughput for two reasons:

• The single dispatch thread in RAMCloud has relatively high per-message costs (all messages

must pass through the dispatch thread, which results in expensive cross-core communication)

and presents a central bottleneck which prevents us from achieving higher throughput by

adding more cores.

• The underlying Omni-Path PSM2 library [43] that is responsible for sending and receiving

packets is actually not a packet I/O driver but a reliable message-passing transport with its

own congestion/flow control, which adds considerable overhead; in addition, the Omni-Path

host fabric interface (HFI) does not have a lightweight mechanism for transfering small chunks

of data via DMA, so packets are sent and received using programmed I/O, which leads to

higher CPU overhead and, even worse, cache pollution.

As a result, a single server cannot fully utilize its network bandwidth when the messages are

relatively small. In the experiments, I decided to place multiple servers on each machine, each with

its own dispatch thread, to increase the network utilization. This approach can scale the overall

message throughput of each machine linearly, but it also incurs higher coordination overhead due

to the increased number of servers. Future implementations that are based on a more efficient

networking stack such as [50, 28] could eliminate the need to run multiple servers per machine.



CHAPTER 2. MILLISORT AND MILLIQUERY 22

CPU Xeon Gold 6148 (2 sockets × 20 cores @ 2.40GHz)
RAM 384 GB DDR4-2666

Networking 100Gbps Intel Omni-Path Interconnect

Table 2.3: The hardware configuration used for benchmarks. All machines ran CentOS 7.3.1611
(Core) with hyperthreading disabled. The network fabric used a two-level fat-tree topology to
provide full bisection bandwidth at 100 Gbps per machine.

Total records processed (# servers used)
Time budget MilliSort Q1 Q2 Q3

1 ms 0.84 M (120) 47.6 M (280) 6.72 M (140) 0.034 M (60)
10 ms 26 M (280) 980 M (280) 224 M (280) 2.24 M (280)
Scaling 31.0x (2.3x) 20.6x (1x) 33.3x (2x) 67.9x (4.7x)

Table 2.4: Overall performance of MilliSort and MilliQuery.

2.5 Performance measurements

The goal in evaluating MilliSort and MilliQuery was to answer the following questions:

• How much data can be processed in one millisecond (or ten milliseconds), and how many

servers can be harnessed efficiently in each interval?

• How does application behavior change if the time budget is increased or decreased?

• What factors limit the applications’ performance and scalability, and what stresses do these

applications create for underlying infrastructure?

• How effective is MilliSort’s new partitioning mechanism?

• How efficient is MilliSort compared to purely local sort or other distributed sorts?

The hardware configuration used in the evaluation is shown in Table 2.3. To better utilize the

network bandwidth (discussed in Section 2.4.4), four independent servers were run on each machine,

two on each socket. During the experiments, a total of 70 machines were available in the cluster,

which allowed up to 280 servers; and there were no competing tasks running on the machines. All

MilliSort experiments used 2-level partitioning.

2.5.1 Overall performance

I varied the amount of data per server and the size of the cluster to find the largest amount of

data that can be processed by each of the applications in either 1 ms or 10 ms; Table 2.4 shows the

results, along with the best configurations for each interval. With a 10 ms time budget all of the

applications can harness all 280 available servers and they can process 2.2–224M records, depending

on the application. A 1 ms time budget is more challenging for most of the applications. Only
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Figure 2.5: Scaling properties of MilliSort and MilliQuery as a function of time budget: (a) size
of dataset processed (normalized to a value of 1.0 for a 1 ms time budget for each benchmark);
(b) cluster size that yields the largest dataset processed; (c) records per sever at largest dataset
processed (also normalized to a value of 1.0 for a 1 ms time budget).

MilliQuery Q1 can use all of the servers; the other applications ranged from 60–140 servers. The

amount of data processed in 1 ms varied dramatically among the applications, from a low of 34K

records in MilliQuery Q3 to a high of 48M records in Q1.

2.5.2 Quadratic scaling

The total number of records that can be processed in an interval varies quadratically with the size

of the interval. If the time budget increases by a factor of X, it can be observed that both the data

handled by each server and the number of servers increase by at least X, for a total increase in

throughput of at least X2. This effect can be seen in Figure 2.5. Figure 2.5(a) shows that all of the

benchmarks except Q1 exhibit quadratic or better scaling as the time budget increases from 1 ms

to 2 ms. Q1 would scale exponentially if more servers were available, but it already used all of the

available servers at 1 ms, so it can only scale linearly by increasing the amount of data per server.

Figure 2.5(b) shows optimal cluster size as a function of time budget. All except Q1 exhibit almost

linear scaling. Figure 2.5(c) shows the scaling of the per-server dataset size as the time budget

increases. All except Q3 scale at least linearly, after a fixed initial overhead. Q3 scales per-server

records slightly less than linearly.

The quadratic behavior can also be seen for Q3 in Table 2.4: its throughput scales by 68x as

the time budget increases from 1–10 ms. Scaling for the other applications becomes limited by the

available servers long before reaching the 10 ms time budget; Figure 2.5(b) shows that MilliSort,

Q1, and Q2 have consumed almost all the available servers with a 2 ms time budget. Linear scaling

of servers suggests that these applications could harness at least 1200 servers with a 10 ms budget

(5x the number at 2 ms).
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120 servers (0.84M records) 240 servers (1.68M records)
Phase Mean Max % Max/Min Mean Max % Max/Min
Local Sort 147.0 216.3 22.2% 1.83 137.8 202.3 12.7% 1.77
Partitioning 200.5 214.4 22.0% 1.16 410.4 428.6 26.9% 1.11

Pivot Shuffle 83.2 87.9 9.0% 1.13 219.3 240.1 15.1% 1.27
Shuffle 377.2 402.8 41.3% 1.16 738.9 789.0 49.6% 1.14
Rearrangement 128.1 142.7 14.6% 1.18 146.9 173.3 10.9% 1.26
Total 942.3 976.0 100% 1.09 1523.8 1591.1 100% 1.08

Table 2.5: Time breakdown of each MilliSort phase with two different cluster sizes, where per-node
dataset sizes are fixed at 7000 records. All times are in µs and reflect the median over 200 runs.
“%” is the time spent by the slowest server for that phase, as a fraction of total time. “Max/Min”
is the ratio of times for the slowest and fastest servers for that phase. “Partitioning” includes the
time spent on “Pivot Shuffle”.

2.5.3 Scaling below 1 ms

Quadratic scaling also means that throughput drops rapidly with time budgets less than 1 ms. This

is visible in Figure 2.5(a). With a time budget of 0.5 ms, throughput has dropped by more than 4x

for all of the applications, and none of the applications has appreciable throughput for budgets less

than 0.5 ms. For these applications, the lower bound on useful timescale is around 0.5–1.0 ms with

the current per-message overheads.

2.5.4 Limiting factors for scalability

There are two primary factors that limit the ability of the applications to scale up in servers or down

in time: coordination and shuffles. The costs of both activities increase with the cluster size; when

the amount of data per server is zero, these are essentially the basic costs of harnessing servers.

Table 2.5 illustrates the effect of these two factors by showing the cost of each MilliSort phase for

two different cluster sizes with the records per server held constant. In the 120-server configuration,

partitioning and shuffles take 63% of the total running time. If the cluster size is doubled, then the

time taken by these two activities is also doubled (1218 µs vs. 617 µs), even though each server

still processes roughly the same amount of data. The fraction of total running time consumed by

coordination and shuffles increases from 63% to 77%. At the same time, the combined cost of other

phases remains almost constant in both configurations. In general, when the time budget is held

constant, larger clusters result in larger basic costs, so less time is left for actual work such as local

computation and data transfer. As a result, this limits the ability to harness more servers within

the time budget or perform meaningful flash bursts in smaller timescales.

Figure 2.6 and 2.7 provide more details of the two limiting factors for MilliSort and MilliQuery

by showing how the total processing time changes with the cluster size and amount of data per

server. In most graphs of Figure 2.6 and 2.7, the lines for different cluster sizes are roughly parallel,

indicating that the marginal cost of handling additional data is about the same for all sizes (the
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marginal cost starts higher when the amount of data per server is smaller, but plateaus out quickly

once the benefit of batching diminishes). However, larger cluster sizes have larger fixed overheads

(y-intercepts of the lines), which consist of the partitioning cost plus the per-message costs of the

shuffles (a shuffle must send one message to each peer, even if it only contains a single record).

These figures also show the diminishing returns at timescales less than 1 ms: even as the number of

records per server approaches zero, running times remain 0.3–1.2 ms and 0.15–0.84 ms for MilliSort

and MilliQuery Q2 respectively, depending on cluster size.

MilliQuery Q3 difers from the other applications in that its total processing time increases more

than linearly with the input records per server, and the rate of increase is higher for larger clusters

(the gaps between the lines in the right graphs of Figure 2.7 become wider for larger numbers of

input records). This is because Q3 uses join operations where the number of output records tends

to increase quadratically with the number of input records, so the number of input records doesn’t

reflect the actual number of records each server has to process.

Different applications have very different fixed overheads of harnessing servers. Q1 has the

smallest fixed overheads and they are about the same for all cluster sizes. This is because Q1

requires very little coordination and doesn’t use shuffle; the only communication primitives used

by Q1 are broadcast and gather, whose overheads increase only in log scale with the cluster size.

MilliSort and Q2 are very similar: their fixed overheads increase almost linearly with the cluster size

since both applications require a big shuffle at the end. However, for the same cluster size, the fixed

overhead of MilliSort is higher due to the additional partitioning cost (with 2-level partitioning, this

cost also increases almost linearly with the cluster size; this will be discussed in Section 2.5.6). For

the same reason, the lines of Q2 in the graphs are closer than the lines of MilliSort. Finally, the

fixed overheads of Q3 are about 3x higher than Q2 for all cluster sizes (unfortunately, it’s hard to

see in the graphs), as Q3 requires a total of three shuffles.

Figures 2.6 and 2.7 also show that efficiency improves with increasing records per server. For

MilliSort, once the number of records per server reaches about 25000, the coordination costs become

small compared to other factors and the shuffle efficiency improves, so there is little difference in

overhead between different cluster sizes (the 40-server cluster remains significantly more efficient

than the other cluster sizes because it avoids contention in the network core; this will be discussed

in Section 2.5.5). The closeness of the lines in these 10 ms graphs indicates that all applications

except Q3 could easily harness many more than 280 servers efficiently with a 10 ms time budget.

The next subsections discuss shuffle and partitioning costs in more detail.

2.5.5 Shuffle efficiency

Shuffles present the most significant challenge to scalability in the experiments, especially at 1 ms

time scales. This is reflected in Table 2.4: Q1, which has no shuffles, can harness far more servers

and process far more data than the other benchmarks, while Q3, which has three shuffles, is the
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message size (amount of data sent from each source to each destination).

least scalable. MilliSort and Q2, which each use one shuffle, fall in between. In Table 2.5, when the

number of servers doubles while fixing the number of records per server, 85% of the time increase

comes from additional shuffle costs; shuffle costs affect not only the main shuffle phase, but also the

partitioning phase.

To get a better understanding of shuffle costs, I ran a stand-alone shuffle benchmark in which

each of a group of servers sends a fixed-size message to each other server. Figure 2.8 graphs shuffle

performance in terms of throughput per server. There were four servers per machine, so the ideal

throughput per server would be 25 Gbps.

There are two different potential factors that contribute to the higher shuffle time with more

servers. First, as the message size decreases, efficiency drops because of per-message overheads.

With 120 servers and 0.96M total records, the average message size for shuffle is about 6.7KB, which

still provides a good throughput. However, with 240 servers and 1.92M total records, the average

shuffle message size drops to about 3.3KB, resulting in less than 10 Gbps throughput per server. This

also justifies the quadratic scaling property discussed in Section 2.5.2; when the number of servers

and number of records per server are scaled simultaneously, shuffles are more likely to maintain their

efficiency since the average message size for shuffle is fixed.

Second, even with large messages, throughput per server drops as the cluster size increases.

It drops from 22 Gbps per server (with 40 servers) to less than 15 Gbps per server with 240 or

more servers. This is because the cluster network uses flow-consistent load balancing, rather than

packet-level load balancing. With large numbers of active transmissions, paths conflict in their link

usage, resulting in congestion on those links and under-usage of other links. As the cluster size

increases, shuffles consume a larger fraction of the core bandwidth, which makes congestion more
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Figure 2.9: MilliSort’s partitioning time as a function of cluster size with different partitioning
schemes.

likely, and the high-entropy approach to shuffles cannot completely compensate. As a result, shuffles

cannot harness the full bisection bandwidth offered by the network. I speculate that more granular

in-network load-balancing techniques such as [74, 96] may help remove this bottleneck in the future.

2.5.6 Partitioning cost

Figure 2.9 shows the results of a stand-alone experiment that measures partitioning time as a function

of the number of servers. The multi-level partitioning algorithm developed for MilliSort provides a

significant peformance benefit: by the time the number of servers reaches 200, the 2-level approach

is more than 5x as fast as the 1-level approach. As the number of servers increases, the partitioning

time increases super-linearly for both 1-level and 2-level partitioning schemes. However, for 2-level

partitioning, the increase in time is almost linear up to 280 servers (each additional server adds about

2 µs in the current implementation). A 1-level approach is too slow to harness 100 or more servers

in a 1 ms budget, but a 2-level approach can easily coordinate 120 servers within 1 ms and 280

servers within 10 ms. In the best configurations for 1 ms and 10 ms time budgets, the partitioning

cost only accounts for about 20% and 5% of the total time, respectively. Unfortunately, even with

2-level partitioning, the coordination cost for 280 servers is already more than half a millisecond;

this prevents us from harnessing hundreds of servers in 1 ms for MilliSort. I didn’t implement 3-level

partitioning and beyond, but I expect that increasing the number of levels will further reduce the

coordination cost for large clusters.

2.5.7 MilliSort efficiency

It might seem that flash bursts must sacrifice throughput (or efficiency) in order to operate at

millisecond timescales. However, the results suggest that this need not be true. Table 2.6 shows

the overall efficiency of MilliSort compared to purely local sort and ideal distributed sort. The
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Throughput (efficiency)
120 servers

(0.84M records)
280 servers
(26M records)

MilliSort 7172 (19.6%) 10378 (33.1%)
Ideal Distr. Sort 11272 (30.8%) 13600 (43.3%)

Local Sort 36656 ( 100%) 31398 ( 100%)

Table 2.6: MilliSort efficiency of the best configurations for 1 ms and 10 ms time budgets, compared
to local sort and ideal distributed sort. Throughput numbers are in “records/ms/server”. Efficiency
is the relative throughput compared to local sort.

CPU SMT BW/core Throughput
MilliSort Xeon Gold 6148 @ 2.4GHz 1 3.1 1297 (1.00x)

TencentSort IBM POWER8 @ 2.9GHz 8 5.0 1977 (1.52x)
CloudRAMSort Xeon X5680 @ 2.9GHz 2 2.7 707 (0.55x)

Table 2.7: Per-core throughput comparison of MilliSort, Tencent Sort [47], and CloudRAM-
Sort [52]. “SMT” (i.e., simultaneous multithreading) is the number of hardware threads per core.
“BW/core” is the average network bandwidth per core, in Gbps. “Throughput” numbers are in
“records/ms/core”. MilliSort’s per-core throughput is computed from the 10 ms configuration in
Table 2.6, while Tencent Sort and CloudRAMSort’s numbers are computed from their published
results [47, 52]. Tencent Sort’s reported throughput is for sorting from disk to disk; it’s estimated
that less than half of the time is spent on disk I/O, so I double its reported throughput for a fair
comparison.

ideal distributed sort represents an imaginary situation where the partitioning cost is zero and data

are shuffled at full network bandwidth; this provides an upper bound on the throughput of any

distributed sort. Despite operating at a 1 ms timescale, MilliSort is relatively efficient (e.g., the

maximum possible throughput for distributed sorts is only about 50% higher); MilliSort is even

more efficient at a 10 ms timescale.

MilliSort’s throughput is also on par with state-of-the-art sorting systems [52, 47] that have much

longer running times. Table 2.7 summarizes the hardware differences and presents the throughput

numbers in “records/ms/core” for comparison. In particular, Tencent Sort [47] is the current record

holder for the GraySort benchmark [91], and its total running time is about 100 seconds. MilliSort’s

throughput per core at 10 ms is only 33% lower than Tencent Sort, even though Tencent Sort’s

POWER8 cores have 8x the hardware threads and 1.6x the average network bandwidth of MilliSort

cores.

Table 2.6 also provides insight into why distributing data at very fine granularity makes sense.

Network communication is the largest source of overhead for distributed computation (the through-

put of local sort is 3–5x higher than MilliSort in Table 2.6). However, most of this cost is paid

immediately when scaling beyond a single machine. For example, performing a distributed sort with

just two machines requires half of the data to be sent over the network. There is not much additional

loss in efficiency when scaling out further. This suggests that if you can afford to distribute at all,
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you can afford to distribute a lot.

2.6 Observations

This section summarizes the key observations that emerged from the MilliSort and MilliQuery ex-

periments:

Granular data distribution. Distributing data in fine granularity allows one to harness more

CPU cores and aggregated network bandwidth for faster computation and communication. The

experiment also confirms that, at least for some dwarfs, it is possible to scale out quite efficiently

even at millisecond timescale. As a result, I predict that future distributed data-parallel systems

will need to be optimized for large scale-out architectures with smaller data per server. This will

likely present interesting challenges to the design of future systems since they will be required to

scale down gracefully (i.e., operate efficiently even on smaller data).

Efficient group communication is essential. Even simple dwarfs have complex communication

patterns internally; all of the benchmarks except MilliQuery Q1 depend heavily on group commu-

nication. Even when carefully optimized, they account for 50%–60%, 35%–40%, and 50%–65% of

the overall running time in the best configurations of MilliSort, MilliQuery Q2, and MilliQuery Q3,

respectively.

Per-message overhead is critical. Network bandwidth and latency are well known to be impor-

tant for the performance of large-scale systems, and they remain important for flash bursts. Flash

bursts differ from traditional large-scale systems in that per-message costs are at least as important

as the traditional metrics. This is because group communication primitives tend to generate many

small messages when operating at small time scales with large cluster sizes.

Coordination must be structured hierarchically. It is well known in the HPC community

that communication must be structured hierarchically to handle large cluster sizes. Thus, group

communication primitives are commonly implemented in a tree or hypercube topology [93], so that

each machine only communicates with a small number of its peers. This helps to mitigate per-

message overheads and harness more aggregated network bandwidth. This principle also applies

to coordination. As an example, MilliSort’s partition phase is structured as a hierarchical series of

distributed sorts, so that the computation doesn’t become a central bottleneck.

Low-latency shuffle is challenging. Of all the group communication primitives, shuffle is the

most challenging in flash bursts. There are several reasons for this. First, per-message overheads be-

come critical since shuffles require each server to send many small messages. Unlike other primitives,

a hierarchical approach to shuffles generally isn’t practical because it doubles the network bandwidth

utilization. Second, shuffles need to use the full network bandwidth of each server for best perfor-

mance, but many networks do not provide full bisection bandwidth, especially at large scale. Even
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where full bisection bandwidth is available, transient congestion can occur due to imperfect bipar-

tite matching, either in the network itself (because of routing) or in the application. Finally, hash

partitioning often results in non-trivial data imbalance (e.g., in MilliQuery Q2, the most unlucky

server typically has to process 1.5x much data as the average). My experience with shuffles in the

MilliSort and MilliQuery experiments motivated the rest of the work in this dissertation.

Quadratic scaling. As the time budget increases, the number of machines that can be harnessed

effectively increases at least linearly. The amount of data each server can process also grows at

least linearly with the time budget, so the overall dataset size grows at least quadratically with time

budget. For some workloads, such as MilliQuery Q1, where the only coordination overhead is a final

aggregation, the number of machines can grow exponentially with the time budget, so the dataset

size grows faster than quadratically. The flip side of this is that reducing the time budget results in

superlinear reductions in the number of servers and overall dataset size, which creates a lower limit

on the timescale at which the system can operate efficiently. In the experiments, 1 ms appears to

be tractable for all of the workloads except MilliQuery Q3. Future systems that are built on top

of better networking infrastructure will likely enable these workloads to run efficiently at an even

smaller timescale.

Ultimate limits of strong scaling. If one increases the number of machines while fixing the

dataset size, efficiency inevitably decreases; this eventually prevents us from harnessing more ma-

chines to speed up the job. While it is well known that the theoretical speedup of a parallel program

is ultimately limited by its serial portion (Amdahl’s Law), this is not the limiting factor in the

experiments. Instead, two other factors result in the drop in efficiency. First and foremost, coor-

dination cost rises. This is mostly due to per-message overheads (e.g., manifested as higher shuffle

costs). Coordination algorithms also take longer to run (e.g., MilliSort’s partitioning time increases

linearly with the number of servers, even with the recursive scheme). Second, straggler effects are

more significant when there are more servers and less data per server (e.g., even in MilliQuery Q1,

the overall efficiency drops about 50% when scaling from 40 servers to 280 servers).

2.7 Applicability of results

The experiments conducted earlier are subject to limitations and assumptions that may not apply to

today’s computing systems. This section discusses some of these factors and argue that the results

will be relevant for future systems.

Is 1–10 ms the right target? 1–10 ms is not the timescale at which most people think of

large-scale distributed computation today. For example, response times for users of a few hundred

milliseconds are considered adequate, and it can take 100 ms just to communicate between browser

and datacenter. However, applications such as AR/VR require response times of 10 ms or better,
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and new edge computing offerings such as AWS Local Zones and WaveLength [6] can already pro-

vide single-digit millisecond latency between the end-user and an edge cloud. Furthermore, there

are increasing numbers of applications that make real-time decisions without humans in the loop.

Examples include controllers for autonomous vehicles [62] and IoT devices [40], which make deci-

sions on the order of 10 ms, and financial applications [38, 80], for which there appears to be no

lower bound on desirable latency. Flash bursts can enable these applications to run data-intensive

algorithms at millisecond timescale.

Idealized experiment setup. The experiments are conducted on a bare-metal HPC cluster with no

interference from competing workloads. A dedicated cluster is not economically feasible in practice;

however, recent work on colocating latency-critical and batch jobs [75, 28] could be applied to

achieve high CPU efficiency without hurting the performance of flash bursts. In addition, input

data are assumed to be resident in memory when the experiments start. This may not be a realistic

assumption today, where data is stored on flash or disk. However, future datacenter systems are likely

to store data in nonvolatile memories (NVMs) with access times not far above today’s DRAM [45].

Ideally, future applications will run directly on NVM-based storage servers; in the worst case an

initial shuffle step will be needed to extract data from the storage servers to computational nodes.

Missing pieces. Given the tight time budget, a flash burst requires every component involved in

its lifetime to support low latency. There are several elements that this work did not address, such

as application loading, but there are many other projects attacking these pieces, such as storage

systems [77, 24, 61, 54, 42], cluster schedulers [49], networking infrastructure [69, 50, 65, 55, 25], fast

threading and dispatching [8, 81, 48, 75, 83], and lightweight virtualization [1]. Many interesting

problems have yet to be solved [58] in order to create a unified flash burst infrastructure.

2.8 Summary

MilliSort and MilliQuery demonstrate that several core patterns in data analytics can run efficiently

at millisecond timescales. With a budget of 1 ms, most of the patterns can harness at least 100

servers; with a budget of 10 ms, the results suggest that most of the patterns can harness at least 1000

servers. Furthermore, the results indicate that there is only a small efficiency penalty for running

at millisecond timescales. Two related problems that currently limit scalability are identified: per-

message costs and shuffle overheads. If future implementations can improve in these areas, it should

be possible to execute large-scale computations even more efficiently, and at timescales even less

than one millisecond.

However, today’s systems and infrastructure were designed to work efficiently at much larger

timescales and are inadequate to meet the demands of flash bursts. As a result, making flash bursts

practical will require advances in many different areas across the entire computing stack. The rest

of the thesis will focus on only one aspect of the problem: how to perform shuffles as fast as possible
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in flash bursts. This thesis doesn’t address issues such as the time required to load applications and

data, or how to achieve high resource utilization in the face of short-lived computations; they are

left for future work.



Chapter 3

Protocol Design

The ultimate goal of our shuffle protocol is to achieve near-optimal performance for all kinds of

workloads and under various demanding conditions: an ideal shuffle protocol should scale smoothly

to handle shuffles that use a large number of nodes (e.g., 1000 or more nodes) and work well for very

short time intervals (as little as a few hundred microseconds), and it should be robust to interference

from the environment and the underlying network topology (e.g., the underlying network may not

provide full bisection bandwidth). The performance metric to focus on is the overall shuffle time,

i.e., the completion time of the last message, since stragglers often have significant impacts on the

overall performance of distributed applications.

Today, many people consider shuffle a solved problem, as it appears to have little opportunity for

performance improvement. As a result, even though shuffle is one of the most widely used commu-

nication patterns in Big Data and HPC workloads (often referred to as all-to-all communication in

the HPC community), there has been relatively little research on the scheduling algorithm of shuffle,

compared to other communication patterns such as broadcast, gather, and all-reduce [94, 98, 106].

However, as our results will show, existing designs may only be optimized for certain workloads, they

may not be applicable to the short time scales of flash bursts, and they can suffer from significant

performance degradation in non-ideal environments.

This chapter is organized as follows. Section 3.1 will define the shuffle problem formally, present

the observations that motivate the need for a new shuffle protocol, and derive the key design features

of the shuffle protocol required both in an ideal environment and under more challenging conditions.

Then Sections 3.2 to 3.5 will describe the protocol in detail, including aspects that are less essential

for performance but nonetheless required by a complete protocol.

34
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3.1 Motivation and key ideas

3.1.1 The problem of shuffle

Shuffle is a communication pattern that involves a cluster of nodes, where each node sends an

individual message to every other node: if the number of nodes that participate in the shuffle is N ,

then each node needs to send and receive a total of (N − 1) messages. A shuffle is complete when

all the messages are received in their entirety, and our goal is to minimize the completion time of

the shuffle.

In general, each node is both a sender and a receiver, so the number of senders is equal to the

number of receivers. However, this is not a hard requirement: some nodes may not have any data to

send or receive in a shuffle. For instance, in MapReduce [21], the senders and receivers of the shuffle

phase are usually two disjoint sets of physical nodes, so each node is either a sender or receiver, but

not both. Note that the MapReduce example is merely a special case of the more general shuffle

problem (where some of the message sizes are zero); thus, for simplicity, I will simply say that each

node is both a sender and receiver from now on.

The maximum amount of data that must be sent or received by any node determines a lower

bound for the overall completion time of shuffle, and the nodes that have the most data to send or

receive will be referred to as the bottleneck nodes. If a shuffle workload only has a few bottleneck

nodes, then any protocol that manages to fully utilize the link bandwidth of these nodes will achieve

the optimal shuffle time, unless somehow it’s terribly inefficient for some other nodes. However, if

every node in the cluster sends and receives the same amount of data (i.e., the shuffle has a uniform

data distribution), then every node is a potential bottleneck: an optimal protocol will have to fully

utilize the link bandwidth of every node simultaneously in order to minimize the shuffle time, since

any delay of a node can turn it into a straggler. As a result, shuffles with uniform data distribution

present the most challenges to the protocol design, so, unless otherwise stated, this will be the

default case in our future discussion (empirically speaking, if a protocol works well for uniform data

distribution, it should also work well in other cases).

Another important aspect of the shuffle workload is the message size: in general, shuffle messages

can vary significantly in length (some messages may even be empty). If all the messages in a shuffle

have roughly the same size, the shuffle is said to have uniform message distribution1; this is often

considered by many as the most common workload in practice, and we shall see that it’s also the least

challenging one for protocol design. In fact, almost all existing designs should achieve near-optimal

performance for the case of uniform message distribution. Unfortunately, most of these designs are

only optimized for this simple case, and, as we will see later, their performance is very sensitive

to the variation of message sizes: even a slight difference in message sizes can cause non-negligible

1Uniform data distribution doesn’t entail uniform message distribution: even if each node sends and receives the
same amount of data, the individual messages sizes can vary a lot.
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performance degradation.

I also make two assumptions about the underlying network that interconnects the nodes in the

shuffle. First, I assume that every node has the same network speed. The sole purpose of this is to

simplify discussion, and, as we will see later, my design is completely agnostic to the network speed

of individual nodes. Second, I assume the nodes are interconnected by a datacenter network that

consists of multiple levels of switches (e.g., [89]). Each node is directly connected to a Top-of-Rack

switch (ToR), and each ToR is further connected to multiple switches at a higher level; these higher

level switches constitute the core of the network. It’s important to clarify the network topology, as

the bisection bandwidth of a network is another crucial factor affecting the shuffle performance.

Ideally, if the underlying network provides full bisection bandwidth, then persistent congestion

will be rare in the network core (assuming the underlying network utilizes randomized per-packet

spraying to ensure load balancing across core links [22]), so the performance bottleneck in hardware is

likely the link speed of individual nodes. However, full bisection bandwidth is typically not available

in today’s datacenter network beyond a single rack; unfortunately, large-scale shuffles will definitely

span multiple ToRs. In theory, it’s possible to achieve optimal performance with less bisection

bandwidth if the nodes are smart enough to interleave their intra-rack and inter-rack traffic in some

collective way [82]. As a result, the challenge here is to design a protocol that utilizes the bisection

bandwidth wisely, and in a general way that doesn’t require a priori knowledge of the underlying

network topology.

3.1.2 Prior work

Today, many people consider shuffle a solved problem, and I hypothesize two reasons for the lack

of more research on efficient shuffle algorithms. First, unlike many other collective communication

patterns, shuffle appears to have little room for optimization: recall that every node needs to send

a message to every other node, and that every message is distinct (this is why shuffle is also known

as the all-to-all personalized communication in the HPC community), so every byte in the shuffle

messages must be transmitted at least once over the network by its sender. This essentially invali-

dates any bandwidth reduction techniques used in other communication patterns (e.g., all-gather),

or the attempt to harness more nodes to transmit the same piece of data faster (e.g., broadcast).

Second, simple solutions may perform just well enough for the most common workloads so that

shuffles don’t become the bottlenecks of their applications. Indeed, unless an algorithm is terribly

flawed, it should complete well within 2x of the optimal shuffle time normally (discussed below in

Section 3.1.3). However, my study on MilliSort and MilliQuery has shown that shuffle is the most

significant bottleneck that limits the scalability of flash bursts. Further, the experiments show that

existing algorithms suffer from performance degradation when the message sizes are more skewed,

when there is interference from the underlying environment, or when the bisection bandwidth of the

network is scarce.
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The most naive solution to shuffle is to hand off all the messages to the underlying network trans-

port and let the transport schedule them with its own policy, and it’s not uncommon in practice. For

instance, NCCL [72], a widely used library for efficient multi-GPU and multi-node communication,

takes this route. However, the biggest problem of this approach is that, without being shuffle-aware,

the underlying network transport often has a very different objective to optimize (e.g., the average

completion time of individual messages, message deadlines, or fairness across flows). For instance,

low-latency transports such as Homa [69] schedule messages using the Shortest Remaining Process-

ing Time (SRPT) policy, but my experiment shows that SRPT is almost the opposite of what we

want when the goal is to minimize the completion time of the last message in shuffle. As a result,

the performance of this approach is sub-optimal at best.

Another common approach in practice, especially for HPC applications, is to schedule the mes-

sages in a rotating and lockstep fashion [94]. For a cluster of N nodes, the algorithm completes in

(N − 1) steps: in step k (0 < k < N), node i transmits the message to node (i + k) mod N . To

avoid conflicts between steps, a global barrier can be used to wait for all messages in-flight to com-

plete before advancing to the next step. Unfortunately, this approach only works well when all the

messages have roughly the same size, and are long enough to amortize the cost of synchronization in

each step. Further, this approach handles the lack of full bisection bandwidth (either due to limited

core bandwidth or routing inefficiency) poorly; recall that this is one of the early approaches I tried

with MilliSort and the resulting performance was disappointing (Section 2.4.1).

Hadoop uses a randomized quasi-fair sharing strategy: each receiver opens connections to multi-

ple random senders and then relies on TCP fair sharing among these flows [14]. A larger number of

connections per receiver improves fairness, but it also increases the risk of incast. As a result, the

number of connections is chosen empirically, and study [14] shows that 5 connections per receiver is

enough to achieve near-optimal performance in their evaluation. Similar to the lockstep approach

above, Hadoop’s approach won’t work well for workloads with non-uniform message distributions.

Orchestra [14] proposes an optimal scheme called Weighted Shuffle Scheduling (WSS) for homoge-

nous networks. WSS assigns each message a weight that is equal to its (remaining) data size and

relies on an underlying network transport to properly divide the bandwidth of the bottlenecks (i.e.,

sender uplinks, receiver downlinks, and links between switches in the network core) in a weighted

fair sharing fashion. As long as the underlying network transport is decentralized and successfully

implements the weighted fair sharing policy, WSS is decentralized and optimal; this can be proved

by showing that at least one network link is fully utilized throughout the shuffle.

Orchestra did not provide a concrete implementation of such an ideal transport though; instead, it

implemented a prototype by building on TCP’s AIMD fair sharing behavior, and opening a variable

number of connections for each message, proportional to its data size. Emulating flow weights

using multiple connections per flow has several severe drawbacks. First, it is impossible to specify

the flow weights accurately without using a large number of connections. Second, having a large
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Figure 3.1: A three-level idealized fat tree topology.

number of connections creates a huge challenge to enforcing the fair sharing behavior. For example,

Swift [55] shows that, with a 5000-to-1 incast, the flow rates fluctuate significantly (within 2x of the

optimal) even over the course of 10s of seconds. Finally, opening connections is usually an expensive

operation, which makes it unsuitable for flash bursts (one cannot simply reuse connections because

we don’t know how many connections will be opened to a server before the shuffle starts). There are

numerous datacenter transport protocols that implement fair sharing (approximately) [36, 55, 60].

Using any one of them will likely result in better performance than the default TCP algorithms of

the OS kernel (e.g., Reno, CUBIC, ...); however, all of them will suffer from the drawbacks described

above.

Thus, a more promising approach would be to employ transport protocols that support weighted

fairness directly. Crowcroft et al. [16] is probably the first to present a weighted fair TCP, and some

more recent examples include NetShare [57], Seawall [88], and NUMFabric [70] (there are likely more,

since this is an extensively studied area). It’s beyond the scope of this dissertation to evaluate how

accurately these protocols allocate rates in practice to match the theoretical target, especially at

short timescales relative to the network RTT; instead, I will later show that there is a much simpler

way to implement WSS faithfully in a datacenter network without using a general-purpose network

transport that must handle flows arriving dynamically.

Varys [15] proposed an algorithm called Minimum-Allocation-for-Desired-Duration (MADD) that

generalized WSS to handle non-homogeneous links. MADD proceeds in two steps. First, it computes

the minimum completion time, Γ, of the shuffle by calculating the minimum time to finish data that

flow through each link and taking the maximum value. Second, it attempts to set the rate of each

flow explicitly so that all flows finish at exactly time Γ. However, this generalization is fundamentally

more centralized than WSS, since it requires knowing the link speeds and flow sizes in order to set

the rates properly at senders.

There are also some interesting works [82, 92] that study optimal shuffle schedules in the case of
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limited core bandwidth. In particular, Prisacari et al. [82] derive a lower bound on the core bandwidth

required to avoid increasing the optimal shuffle time: given an idealized fat tree topology [99] of L+1

levels, with 0 being the level of leaves (i.e., servers) and L that of the single root (in practice, fat

tree topologies are often built from commodity switches with a fixed number of ports, so they don’t

have a single root), if each server has 1 unit of bandwidth to its ToR, then the minimum required

bandwidth of a data link between level l(l > 0) and l+1 is M1 ·M2 · · · · ·Ml− M1·M2·····Ml

Ml+1·Ml+2·····ML
, where

Mi is the number of children of each node at level i. Figure 3.1 shows an example of a three-level

idealized fat tree.

This is an exciting theoretical result because it suggests that optimal shuffle times can be achieved

without full bisection bandwidth. Consider, for example, a three-level fat tree, as in Figure 3.1: the

minimum required bandwidth between a ToR and the core switch is M1−M1

M2
according to this result

(or, equivalently, the blocking factor is M1/(M1 − M1

M2
) = M2

M2−1 ). Thus, if a shuffle consists of the

servers of exactly two racks (i.e., M2 = 2), then the aggregate inter-rack bandwidth only needs to be

50% of the aggregate intra-rack bandwidth in order to achieve the optimal shuffle time (assuming

uniform data distribution). Intuitively, this is reasonable because each node only needs to transmit

roughly half of its data out of the rack, so a smart algorithm may come up with a schedule that

always has half of the nodes transmitting cross-rack data, which prevents congestion at the core.

However, while being intellectually fascinating, the algorithms proposed in prior works have

several severe drawbacks. First, they are complex enough to require a central scheduler. Second,

they require knowing the underlying network topology a priori, which is usually not possible in

today’s cloud environment. Finally, they cannot be easily applied to irregular workloads which have

non-uniform data or message distribution.

3.1.3 Optimal shuffle scheduling

In a nutshell, scheduling a shuffle is all about matching the uplink bandwidth of senders with the

downlink bandwidth of receivers to minimize the completion time. Thus, this problem may appear

superficially similar to (repeatedly) finding the maximum matching within a bipartite graph which

consists of senders and receivers as vertices. Figure 3.2 shows a shuffle among a cluster of 4 nodes.

However, such a simplistic mental model based on bipartite matching is actually not very helpful

for several reasons. First, it doesn’t consider the existence of buffers in the network, which allows

multiple senders to send to a single receiver simultaneously (the excessive packets can be queued in

the buffer to keep the receiver busy later). Second, it also doesn’t consider the possibility that each

sender can send to multiple receivers simultaneously. Third, scheduling based on maximum bipartite

matchings implies a greedy algorithm that only optimizes for the aggregate bandwidth utilization at

the current time, but this, as we shall see later, will often result in sub-optimal scheduling globally.

Finally, computing bipartite matching will likely involve some kind of centralized scheduler, but this

will be too expensive to be practical, since the matching between senders and receivers often needs
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S1 S2 S3 S4

R1 R2 R3 R4

5 48 1 4 3 72 6

Figure 3.2: Graph illustration of a shuffle with four nodes (four senders and four receivers). The
weights of the edges denote the lengths of the messages. In this example, the shuffle happens to
have uniform data distribution (each node sends and receives roughly 10 units of data). A queue is
attached to each receiver that represents the packet buffer at the receiver’s ToR (this queue may be
omitted for simplicity in future graphs).

to change rapidly over time in response to the dynamic environment.

In the rest of this section, I will derive four key ideas to achieving optimal shuffle scheduling in

an ideal environment from first principles. Sections 3.1.4 and 3.1.5 then continue to introduce the

design features built on these key ideas from the perspectives of senders and receivers, respectively.

Finally, Sections 3.1.6 and 3.1.7 will further extend the protocol with a few more features necessary

to achieving good performance in non-ideal environments.

The first key idea is that (bottleneck) senders should be kept as busy as possible. This is obvious

because every bit of bandwidth wasted at the sender uplink will delay the completion time of that

sender. In fact, if we assume an infinite buffer space in the switch, then any schedule that keeps the

senders busy at all times is guaranteed to be within 2x slowdown of the optimal schedule. Figure 3.3

shows such an example. Intuitively, in the worst case, it could take 1x time for the senders to inject

the data into the network, and then no more than another 1x time for the receivers to retrieve them,

while these two phases can be completely overlapped in an optimal schedule; hence the 2x slowdown.

Finally, it’s worth noting that this key idea applies to non-bottleneck senders too, since they could

become the new bottlenecks if they waste too much bandwidth or, more likely, are randomly delayed

too much by interference from competing workloads (discussed later in Section 3.1.6). Said another

way, if buffer overflow is not a concern, then each sender should use its uplink bandwidth sooner

rather than later (it’s easy to prove that this yields a schedule that is at least as good as before; the

only downside is increased buffer usage).

The second key idea is that (bottleneck) receivers should also be kept as busy as possible. As

shown in Figure 3.3, just keeping the senders busy is not enough because it doesn’t prevent a

bad schedule from producing a lot of persistent incasts; this results in network congestion at some

receivers, and wasted downlink bandwidth at other receivers. As a result, the senders must also
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S1 S2 S3 S4

R1 R2 R3 R4

S1 S2 S3 S4

R1 R2 R3 R4

S1 S2 S3 S4

R1 R2 R3 R4

S1 S2 S3 S4

R1 R2 R3 R4

Steps 1-4 Steps 5-8

Steps 9-12 Steps 13-16

Figure 3.3: A pathological shuffle schedule. Each message has four units of data, and each node
is capable of sending and receiving one unit of data per step. Solid lines denote messages that are
scheduled to be transmitted; messages that are fully transmitted are removed from the graph. Ignor-
ing the communication latency, an optimal schedule can complete in 16 steps, while the pathological
schedule will need 28 steps (R4 needs 16 steps to receive all incoming data, but it won’t receive any
data until after step 12), or roughly a 2x slowdown.

spread out their outgoing traffic (over time) to avoid such pathological schedules. For example,

Figure 3.4 shows a much better schedule when senders divide their uplink bandwidth evenly among

receivers. It’s interesting to notice that transient incasts are much less damaging, since each of them

will build up a small queue at the receiver, which in turn reduces the likelihood of wasting bandwidth

at this receiver in the near future.

Under the assumption of infinite buffer space, sticking to the two key ideas above is sufficient to

produce near-optimal shuffle schedules. However, in practice, any scheduling algorithm must employ

some sort of congestion control mechanism to avoid buffer overflow, so, in general, it’s not possible

to keep all senders busy at all times.

As a result, the third key idea is that the congestion control should be done in a way that senders

which are more demanding on bandwidth are throttled less. Figure 3.5 provides a concrete example.

To avoid buffer overflow, the average rate of incoming data for each receiver should not exceed 1

unit per step. If both receivers throttle the incoming messages evenly (i.e., each sender transmits at

the rate of 1
3 units of data per step), then all senders except S3 will finish after 3x steps. However,

S3 still has 2x units of data left to transmit, and it will take another 2x steps to finish them (now
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S1 S2 S3 S4

R1 R2 R3 R4

S1 S2 S3 S4

R1 R2 R3 R4

S1 S2 S3 S4

R1 R2 R3 R4

S1 S2 S3 S4

R1 R2 R3 R4

Steps 1,5,9,13 Steps 2,6,10,14

Steps 3,7,11,15 Steps 4,8,12,16

Figure 3.4: A much better shuffle schedule than the one in Figure 3.3. The workload is the same.
However, each node chooses its target receiver in the same round-robin fashion. This schedule is
near-optimal despite incurring a lot of transient incasts: R4 will receive all incoming data in 19 steps
(i.e., 3 more steps after all senders complete), while the optimal completion time is 16 steps.

S3 can transmit at full speed); thus, the total completion time is 5x steps. Now consider a different

throttling strategy: if the messages from S3 are throttled to 1
2 units of data per step, while other

messages to 1
4 units of data per step, then all messages will complete at the same time after 4x steps.

The major observation here is that the first strategy causes every sender but S3 to finish too early,

but S3 alone is not enough to saturate R1 and R2 simultaneously. Thus, S3 should receive a larger

share of bandwidth because it has more outgoing data than any other sender; otherwise, it would

become a straggler.

It’s also worth noting that if this shuffle were scheduled based on computing maximum bipartite

matching, then it could end up with an even worse schedule where S1 and S5 finish after x steps, S2

and S4 finish after 2x steps, and S5 finish after 7x steps. In other words, maximizing the aggregate

bandwidth at every step doesn’t necessarily minimize the total completion time in the end.

Finally, flash bursts require that scheduling must be done in a decentralized way: senders and

receivers each need to make their own decisions independently, without relying on a global authority.

At the same time, these local decisions must produce a result that is nearly optimal from a global

standpoint. This is because flash bursts run at large scales but for very short time intervals, so any

central bottleneck can limit the scalability of flash bursts: e.g., maintaining a global state of shuffle

requires frequent network communication between the central scheduler and the rest of the cluster,
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S1 S2 S3 S4

R1 R2

S5

Figure 3.5: A shuffle example to illustrate how the choice of throttling affects the completion time.
S3 is the only bottleneck sender because it has 4x units of data to transmit; both R1 and R2 are
the bottleneck receivers because each of them also has 4x units of data to receive. The value of x is
assumed to be very large.

1.0 0.66 0.33

0.21.0 0.8 0.6 0.4

1.0 0.66 0.33 0.21.0 0.8 0.6 0.4

GRPF 
Sender

Figure 3.6: Sender-side scheduling with GRPF. There are two outgoing messages m1 and m2 that
have 5 and 3 data packets, respectively. Each box represents one data packet, and the value inside
each box denotes the remaining processing fraction of the message before sending that packet. The
resulting schedule at the bottom of the graph shows the order in which the packets will be sent out.

which puts a significant burden on the central scheduler to process all the network messages (not to

mention the costs to compute the schedule). Thus, a central scheduler is fundamentally ill-suited to

flash bursts.

3.1.4 Sender-side scheduling

The topmost design goal of the sender-side scheduling mechanism is for each sender to spread out its

uplink bandwidth independently while still keeping all receivers busy (recall the second and fourth

key ideas in Section 3.1.3). To achieve this goal, I propose a local policy called Greatest Remaining

Processing Fraction (GRPF). The remaining processing fraction of an outgoing message is the ratio

between the bytes yet to be sent and the total bytes of that message, and the GRPF policy uses

this information to prioritize the sender’s bandwidth: when it is time for the sender to transmit the

next data packet, it will transmit from the message that has the largest remaining fraction (ties are

broken arbitrarily). Figure 3.6 shows an example packet schedule (the values in the schedule are the

scheduling priorities assigned to the packets) produced from the GRPF policy.

The sender needs to saturate its uplink bandwidth without buffering a lot of packets in its egress



CHAPTER 3. PROTOCOL DESIGN 44

queue. Ideally, the sender would be able to implement this by monitoring the length of its egress

queue: e.g., if it takes the end host 1 µs to transmit one full data packet, then the sender can check

the size of the egress queue every 1 µs and send out more packets if the queue size drops below some

threshold. I will later refer to this simple scheme as the sender-driven GRPF algorithm.

An important observation of Figure 3.6 is that GRPF actually implements the so-called pro rata

rate allocation scheme on the sender side: i.e., each outgoing message will receive a share of uplink

bandwidth that is proportional to its (remaining) length. This scheme has a very nice property that

if every node has the same amount of data to send and receive, then the sending rates of all incoming

messages of any receiver will add up exactly to its downlink speed (there will be no congestion or idle

downlinks), and every message will finish at precisely the same time. As a result, for shuffles with

uniform data distribution, a purely sender-driven scheduling algorithm based on GRPF is already

sufficient to achieve optimal performance.

But what if the shuffle doesn’t have uniform data distribution and some receiver has more data

to receive (i.e., the bottleneck receiver) than others? Fortunately, even in this case, the pro rata rate

allocation scheme still guarantees that the downlink of the bottleneck receiver will be fully utilized;

more precisely, its downlink will be overloaded at first, but then its incoming messages will gradually

be throttled to match the link speed (this will be discussed in Section 3.1.5). To see why this happens,

consider the aggregate sending rates of all the messages destined to this bottleneck receiver: if each

incoming message m uses exactly m.length
total in bytes of the link capacity, where total in bytes is the total

incoming bytes of the receiver, then the sending rates of all messages will sum up to exactly the link

speed because
∑

∀m m.length = total in bytes. However, the initial sending rate of any message m

as computed by its sender will be equal to m.length
total out bytes(m) instead, where total out bytes(m) is the

total outgoing bytes of m’s sender. Recall that the receiver is the bottleneck, so total out bytes(m)

must be smaller than total in bytes, and thus the resulting aggregate sending rates must exceed the

link capacity of the receiver.

Unlike the classic Water Filling algorithm and its derivatives [9, 18, 17], the GRPF policy can

be implemented on each node efficiently without a central scheduler. As a bonus, the GRPF policy

also naturally adapts to the ever-changing remaining fractions of messages, so straggler mitigation

already comes for free: in practice, an outgoing message can fall behind its peers for many reasons

(this will be discussed later), and GRPF ensures that this message will always get priority once it’s

ready to accept more bandwidth.

3.1.5 Receiver-driven rate control

The GRPF policy on the sender side discussed earlier provides a good starting point to achieving

optimal shuffle scheduling. However, a purely sender-driven approach is not sufficient: without some

sort of feedback loop involving the receivers, the senders cannot detect congestion and prevent buffer

overflow by themselves. For example, in Figure 3.5, the switch buffers in front of the downlinks of R1
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and R2 will quickly overflow if the senders simply transmit at full speed independently. Though this

example is certainly a pathological case, the same problem exists in almost every shuffle workload. As

discussed in Section 3.1.4, if a shuffle has perfect uniform data distribution, then GRPF can assure a

perfect matching between the senders’ and receivers’ bandwidth, and there will be no congestion at

all; however, even if there is just one sender that has slightly less total data than others, the sending

rates of the messages from this sender will be a little bit too high to maintain this nice equilibrium

(buffer overflows will occur given enough time).

Packets are dropped when the switch buffer is full. However, unlike many traditional workloads,

flash bursts can be extremely sensitive to packet drops, since flash bursts may only run for a very

short period such as a few milliseconds, which is on the same order of magnitude as the timeout for

lost packet detection; thus, even a single dropped packet can increase the completion time of flash

bursts significantly.

As a result, it’s crucial to design the shuffle protocol that eliminates buffer overflow (completely)

via some rate control mechanism. In addition, as discussed in Section 3.1.3, the rate control should

allocate larger shares of downlink bandwidth to longer messages in order to avoid stragglers. In the

rest of the section, I will introduce the receiver-driven rate control scheme, and then discuss how it

can be used to achieve the two design goals above.

Existing mechanisms for rate control in datacenters usually fall into one of three categories: (i)

centralized scheduling [78], (ii) sender-driven scheduling [68, 63], and (iii) receiver-driven schedul-

ing [69, 36]. Centralized scheduling is fundamentally ill-suited to flash bursts as it creates a central

bottleneck. Sender-driven approaches typically use indirect signals, such as RTT, or explicit conges-

tion notification (ECN) to infer the buffer occupancy at the receivers, and then use that information

to adjust the sending rate accordingly. Though it’s possible to eliminate buffer overflow completely

with a carefully-engineered sender-driven scheme, the receiver is better positioned for this task, since

it knows exactly the set of incoming messages competing for bandwidth on its downlink. As a result,

I will focus on receiver-driven rate control from now on.

In a receiver-driven rate control scheme, the receiver typically uses explicit grants to schedule

incoming data packets from the senders: a grant indicates the total amount of data in a message that

can be transmitted by its sender, and the senders transmit packets in response to grants. Usually, a

sender cannot transmit data without permission from its receiver. However, there is one exception:

in order to reduce the latency of small messages, each sender is allowed to transmit the initial bytes

of each message blindly; these bytes are referred to as unscheduled data. For simplicity, the following

discussion assumes that each grant invites the sender to transmit exactly one full data packet (i.e.,

the maximum packet size that can be transmitted without fragmentation in the network), so there

is a one-to-one relationship between grants and (scheduled) data packets. Finally, as grants are tiny

packets, I assume they will be assigned a higher network priority than data packets by default, which

allows them to bypass the output queues of the switches (provided that the corresponding output
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Figure 3.7: Lifetime of an outstanding grant. An outstanding grant is always in one of the following
four stages: 1○ outgoing grant on the wire, 2○ granted data packet (waiting to be sent) at the sender,
3○ incoming data packet on the wire, and 4○ incoming data packet queued at the ToR switch. Note
that this graph omits grants that may be queued at the sender’s ToR switch, since grants can bypass
the queues by default.

ports are properly configured to honor the network priorities).

A grant is said to be outstanding once it has been sent out by the receiver; Figure 3.7 illustrates

the lifetime of an outstanding grant. It’s easy to prevent buffer overflows in a receiver-driven scheme:

by enforcing a maximum number of outstanding grants any receiver can have at any time, receivers

can limit the incoming packets queued at the ToR switch, since it always takes one grant to receive

one data packet (modulo unscheduled packets 1). The maximum queue length is only achieved when

all outstanding grants are turned into data packets queued at the switch.

Further, to avoid wasting bandwidth, the number of outstanding grants must be large enough to

cover the round-trip times between nodes (including the software overheads of packet processing on

both ends). Consider the example of one sender and one receiver: if the sender wants to transmit at

full speed, there needs to be at least one RTT worth of outstanding grants between the two nodes;

this minimum amount of packets is referred to as RTTpackets. This can be extended to the case of

multiple senders: in order to keep its downlink busy, the receiver needs to have at least RTTpackets

outstanding grants across all senders. And if the maximum outstanding grants of a receiver is larger

than RTTpackets, the receiver is said to overcommit its downlink. Similarly, a sender also needs at

least RTTpackets of incoming grants across all receivers in order to keep its uplink busy.

Below I present the basic shuffle protocol that combines the sender-driven GRPF algorithm and

1Although too many unscheduled packets could lead to buffer overflow at startup, it can be easily fixed by properly
limiting the amount of unscheduled data (e.g., capping the total unscheduled data per sender).
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receiver-driven rate control. In order to prevent straggler senders, the receiver also implements the

pro rata rate allocation scheme 1. This is also achieved by the GRPF policy: when there are multiple

incoming messages that have not been fully granted, the receiver will grant to the message that has

the largest remaining fraction yet to be received. At startup, each sender will send out one special

packet to every receiver that contains only the size of the message to that receiver (no unscheduled

data). Upon hearing from all its senders, the receiver will send out RTTpackets outstanding grants

immediately and attempt to keep the amount of outstanding grants unchanged during the shuffle;

thus, except at startup, the receiver only sends one grant for each incoming data packet. The sender-

side algorithm remains largely the same. The only change is that now the sender cannot send a data

packet before it has been granted. As a result, when it is time to send the next packet, the sender

have to search the packet schedule to find the first granted packet.

With this basic protocol, the total number of grants that a receiver sends to any sender is always

proportional to the size of that sender’s message. Said another way, the granted fractions of all

incoming messages are always roughly the same throughout the shuffle, regardless of the (remaining)

message sizes.

Experiments show that this basic protocol actually performs quite well in an ideal environment

regardless of the shuffle patterns. In summary, this simple protocol uses the GRPF policy to schedule

both the data packets and grants; it limits the maximum outstanding grants at each receiver to avoid

buffer overflow; and it maintains RTTpackets outstanding grants at each receiver to keep the senders

busy. Finally, it is easily implementable without a central scheduler. In the next two sections, we

will see how various non-ideal environments introduce new challenges to the protocol design.

3.1.6 Interference

An important motivation of my work is to design a shuffle protocol that performs well in today’s

cloud computing environment. In contrast to typical HPC workloads that run on dedicated nodes of

a supercomputer, applications in the cloud rarely run in a clean and isolated environment. In order

to improve hardware utilization and reduce operating cost, datacenter operators commonly colocate

different applications (e.g., latency-sensitive and batch jobs) on the same server. For instance, 40%

of the machines in a Google compute cluster run 10 or more applications [105]. Since flash bursts are

extremely bursty (they can stay idle most of the time, and then scale to hundreds of nodes for only a

few milliseconds), they will need to be colocated with other applications in order to be economically

practical. This presents significant challenges to the design, since it requires the protocol to (i) react

quickly to the interference to better utilize the bandwidth, and (ii) mitigate the stragglers that may

arise due to the interference. For this work, I consider two major types of interference: application

preemption and link bandwidth variation.

1More precisely, the receivers are allocating their downlink bandwidth; for simplicity, I am using the same termi-
nology on both the sender and receiver sides.
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Figure 3.8: Stalled receivers reduce the amount of incoming grants at the senders. There are two
senders and two receivers, and all the messages have the same size. If one of the receivers stops, the
incoming grants of both senders will drop from RTTpackets to 0.5 RTTpackets.

Application preemption is the direct result of multiplexing CPU cores among applications. When

multiple applications are competing for the CPU cores, the shuffle application may be temporarily

descheduled at the discretion of the OS scheduler; in the meantime, the application cannot transmit

or receive any packet until it’s scheduled again. It’s worth noting that the NIC will continue to receive

packets and place them in the kernel (or in some application-provided packet buffers if kernel-bypass

networking is used); these packets can be processed by the application immediately after it recovers.

The second major type of interference is bandwidth variation of the network links, which occurs

when multiple applications compete for network bandwidth. Though the application is guaranteed a

certain amount of network bandwidth on average, the actual bandwidth available may be fluctuating

over time. As a result, random senders may appear to be slow temporarily over the course of a shuffle

because some links on their data paths happen to be congested.

Unfortunately, the basic protocol described so far doesn’t operate efficiently under interference:

if some nodes stop working (or just appear to be slow) for an extended period of time, it could cause

other nodes to under-utilize their links (when a node stops, its bandwidth will be wasted inevitably,

but an ideal protocol would strive to keep other nodes busy nonetheless). Below I will elaborate two

problems caused by stalled senders and receivers, respectively.

First, when a sender stops responding to grants, its receivers will nonetheless continue to pile

up grants against this sender until all outstanding grants are stuck, as there is currently no limit on

the number of outstanding grants issued to a sender. At this point, the receivers are blocked, and

their downlinks have to sit idle until the stalled sender recovers. For example, consider a receiver

with two incoming messages of equal size, sent from S1 and S2 respectively. Because of the GRPF

policy, the receiver will always alternate its outgoing grants between S1 and S2. Thus, even if S1

stops, one grant will be sent to S1 for every two data packets arriving from S2 until all outstanding

grants belong to S1.

Second, if a receiver stops sending out grants, its senders will have to under-utilize their uplinks,
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since the number of incoming grants won’t be sufficient to cover the round-trip times. Consider the

shuffle example in Figure 3.8 with two senders and two receivers. Suppose both S2 and R2 stop, as

discussed earlier, all outstanding grants of R1 will eventually get stuck at S2 in the current protocol;

however, even if R1 somehow knows not to send any more grants to S2 right after it stops, half of

the outstanding grants of R1 are already committed to S2, so there can be at most 0.5 RTTpackets

grants in circulation between S1 and R1. Thus, both S1 and R1 have to run at 50% link utilization,

even though S1 could have transmitted to R1 at full speed given enough grants.

Two important observations can be made based on the examples above: (i) receivers must not

grant to unresponsive senders indefinitely, and (ii) maintaining sufficient incoming grants is the key

to keeping the senders busy even if some receivers stop granting. A straw man solution would be to

overcommit the receiver downlinks (e.g., increase the maximum outstanding grants to 2 RTTpackets)

and introduce a constant limit on the outstanding grants issued to each sender (incoming message).

With this modification, after a sender stops responding to grants, its receivers will stop granting to

this stalled sender because they are constrained by the per-sender outstanding grant limit; now if

some other sender decides to allocate more uplink bandwidth to one of these receivers, this receiver

will be able to accommodate the sender gladly by issuing more grants in return.

However, there is a severe (but non-obvious) flaw in this design: the receivers now can no longer

implement the pro rata rate allocation among their senders effectively (the receiver-side GRPF

policy was sufficient before the introduction of the constant limit on per-sender outstanding grants).

Consider again the shuffle in Figure 3.5. If the maximum outstanding grants is set to 3 RTTpackets

and the constant limit on per-sender outstanding grants is RTTpackets, the two messages of S3 will

start being transmitted at 0.5 units of data per step, while the other ones at 1.0 unit of data per

step (they are the only outgoing messages of their senders). The aggregate sending rates exceed the

downlink capacity of the receivers, so the senders will eventually be throttled (packets will be queued

at the receiver’s downlink, which will reduce the number of grants in circulation to RTTpackets);

when that happens, the sending rates of all messages will converge to the same 0.33 units of data

per step (a fair sharing scheme is sub-optimal as discussed earlier). It turns out that this is a side-

effect of the new constant limit on per-sender outstanding grants, which is essentially a fixed-size

flow control (sliding) window for each incoming message. Recall that, in window-based rate control

schemes like TCP, there is a well-known relation between the sending rate of a message and its

sliding window size: if the window size is S, then the maximum sending rate of the message is S
RTT .

In this example, since all sliding windows are of the same size, the message sending rates upon

convergence must also be equal (when the system stabilizes, all incoming packets of a receiver will

experience the same queuing delay at the ToR switch; hence the same RTT in the formula above).

Solving this problem requires using the per-message sliding windows in a slightly different way

than usual: rather than using the absolute size of a window to limit the sending rate of a message, I

use the relative sizes of the windows to enforce the relative sending rates among messages. Thus, to
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implement the pro rata rate allocation scheme, one can simply set the per-message sliding window

in proportion to the remaining sizes of the incoming message; this technique will be referred to as

pro rata sliding windows. Below I present a correctness proof for a simple case involving two senders;

curious readers may extend the proof to more senders.

Theorem 3.1.1. Given two incoming messages m1 and m2 that are going to be throttled by the

receiver, pro rata sliding windows ensure that the shares of downlink bandwidth they receive will

eventually converge to the pro rata rate allocation scheme.

Proof. For convenience, I assume the receiver downlink has 1 unit of bandwidth. Further, define the

following symbols:

• ri: the initial sending rate of message mi, in units of bandwidth.

• r′i: the final sending rate of message mi upon convergence, in units of bandwidth.

• wi: the sliding window size of message mi.

• RTTpackets(mi): the round-trip time (excluding queuing delay) between the receiver and the

sender of mi, measured in the number of full data packets (i.e., the bandwidth-delay product)

The precondition states that (i) the aggregate sending rate exceeds the downlink capacity initially,

and (ii) it will be throttled eventually to match the downlink speed:

r1 + r2 > 1 (3.1)

r′1 + r′2 = 1 (3.2)

Further, the receiver cannot speed up the incoming messages (it can only throttle them):

r1 > r′1

r2 > r′2
(3.3)

When mi is throttled, its sending rate is limited by how fast the grants arrive at the sender, so

all granted packets of mi must have been sent out (in Figure 3.7, there will be no grant in stage 2○).

In addition, since the number of outstanding grants of mi is equal to its sliding window size wi, the

following equation of wi holds upon convergence:

wi = pkts in flight(mi) + queued data pkts(mi) (3.4)

where

• pkts in flight(mi) is the number of grants and data packets on the wire, and

• queued data pkts(mi) is number of data packets queued in the receiver’s ToR switch.
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Ifmi receives the full downlink capacity, then pkts in flight(mi) will be equal toRTTpackets(mi);

however, the sender of mi is only transmitting at the rate of r′i, so:

pkts in flight(mi) = r′i ×RTTpackets(mi)

Upon convergence, the arrival rate of incoming data packets is equal to the downlink speed, so

the queue length, L, at the receiver’s ToR must be a constant. Since the queue is FIFO, the number

of data packets of mi is given as follows:

queued data pkts(mi) = r′i × L

Thus, Equation 3.4 can be simplified to:

w1 = r′1 × (RTTpackets(m1) + L)

w2 = r′2 × (RTTpackets(m2) + L)
(3.5)

Combining equations 3.2 and 3.5, we have:

r′1
r′2

=
w1 × (RTTpackets(m2) + L)

w2 × (RTTpackets(m1) + L)
(3.6)

If the round-trip times in the cluster are the same (i.e., RTTpackets(m1) = RTTpackets(m2)),

then equation 3.6 can be further simplified to:

r′1
r′2

=
w1

w2

That is, the ratio between message sending rates is equal to the ratio between sliding window

sizes.

One caveat in the proof is the assumption of a uniform RTT within the cluster. However, this is

not true for large clusters: the RTT between nodes within the same rack is much smaller than the

RTT of arbitrary two nodes within the datacenter. Equation 3.6 shows that senders that are farther

away from the receiver (i.e., larger RTT) will receive less bandwidth than deserved. In theory, one

could take RTTs into account in the formula when computing sliding window sizes, but this requires

knowing RTTs a priori. Fortunately, the pro rata sliding window scheme is very adaptive in nature

(discussed below), so the problem of non-uniform RTTs is usually not a concern (Section 3.1.7 will

discuss more problems related to RTTs in the context of limited core bandwidth, but they are caused

by queuing delays instead).

As a side note, overcommitment and pro rata sliding windows together essentially achieves the

so-called weighted max-min fair sharing scheme: weighted fair sharing is merely a synonym for pro
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rata rate allocation (i.e., the fair share of downlink bandwidth of an incoming message is proportional

to its remaining size), and “max-min” indicates that each message should at least get its fair share of

downlink bandwidth unless its sender cannot or decides not to use up the share (e.g., the sender may

be preempted or have different priorities), in which case the unused downlink bandwidth can (and

should) be assigned to other senders. In a nutshell, the key goals of weighted max-min fair sharing

are fairness and efficiency, and they are achieved by pro rata sliding windows and overcommitment,

respectively. For example, after a sender is preempted, its receiver will grant more to the active

senders that are willing to transmit faster (i.e., efficiency); further, when the stalled sender recovers,

it will regain its fair share of downlink bandwidth, and the other senders will be throttled accordingly

(i.e., fairness).

One last issue of interference is that it can slow down messages randomly and create stragglers.

Fortunately, both the GRPF policy and pro rata sliding windows are already well-suited to straggler

mitigation. Since the sliding window size is always proportional to the remaining size of the message,

when a message slows down due to interference, it will naturally receive a larger quota of downlink

bandwidth in case it is ready to catch up later.

In summary, overcommiting receiver downlinks puts sufficient grants in circulation in case some

receivers stop sending grants; this allows senders to be kept busy by redirecting their uplink band-

width away from stalled receivers. Correspondingly, per-message sliding windows prevent receivers

from committing all outstanding grants against stalled senders, effectively allowing them to reas-

sign their downlink bandwidth to active senders. Finally, pro rata sliding windows are the key to

upholding the optimal pro rata rate allocation scheme, when each message has its own flow control

window.

3.1.7 Limited core bandwidth

Unfortunately, existing datacenter networks usually don’t provide full bisection bandwidth at large

scales. For example, Google uses 2:1 oversubscription in several generations of its datacenter net-

work [89] (i.e., the aggregate uplink bandwidth of the ToR is only 50% of its aggregate downlink

bandwidth).

The most direct impact of oversubscription is that the shuffle throughput is now limited by the

core bandwidth of the network, so it’s no longer possible to shuffle at the line rate of end hosts.

Further, as the bottlenecks shift from end hosts to the core of the network, congestion can now occur

not just at the downlinks of the ToR, but also at the links between the ToR and the core switches.

Figure 3.9 illustrates the congestion hotspots that can occur in a realistic datacenter network.

When congestion occurs primarily at the edge of the network, it’s sufficient to only enable network

priority support at the output ports of the ToR switches that are connected to the end hosts in order

to eliminate most queuing delays for grants. However, with more congestion at the network core,

every port in the network (including both the ToR and core switches) must be properly configured
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Figure 3.9: Congestion hotspots in a datacenter network (adapted from [89]). In summary, con-
gestion may occur (i) when too many hosts within the same rack are sending to the core (ToR uplink
over-subscription), (ii) when more than one hosts are sending to the same host (host fan-in), or (iii)
when too many hosts are sending to the same ToR (ToR fan-in). Note that if a congestion is caused
by host fan-in, then it’s said to occur at the edge of the network; otherwise, it occurs at the core.

to achieve that, which further limits the applicability of the shuffle protocol in a shared network. As

a result, in the following discussion, I will start by assuming network priorities are supported only

at the edge, then I will discuss the necessity of enabling network priorities also in the core.

In addition to being limited by the core bandwidth, congestion at the core introduces significant

new problems to the protocol design, which can cause a further decrease in the shuffle throughput.

First, a purely endhost-based shuffle algorithm where each receiver makes its own scheduling decision

independently is prone to produce suboptimal bandwidth allocation of the bottleneck links in the

core of the network. Second, congestion hotspots can lead to large queues in the network core; as

we shall see later, if grants cannot bypass these queues, senders may be constantly starved of grants

and under-utilize their uplink bandwidth.

It turns out that the new problems are rather subtle, and the solutions are far from obvious. As

a result, the rest of the section is organized as follows. First, I will explain the problems using two

concrete examples. Then, I will discuss some (partial) solutions to improve the performance of these

examples. Finally, I will introduce a more general approach to analyzing the bandwidth allocation

problem in the core and propose a cleaner solution that achieves near-optimal performance but also

requires periodic coordination among nodes (thus, it doesn’t apply to very low-latency shuffles).

Since the bottleneck is now the bandwidth of the congested core links, it’s critical that these links

must be fully utilized throughout the shuffle in order to achieve the optimal performance (at the same

time, other links must not be under-utilized to a point where they become the new bottlenecks). A
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simple way to achieve this goal is (again) via pro rata rate allocation: i.e., messages that traverse the

bottleneck core links should always receive bandwidth in proportion to their (remaining) lengths.

A nice property of this approach is that all messages can finish at the same time; without this, it’s

possible that some messages would finish too early, and there are not enough unfinished messages

near the end of shuffle to keep the bottleneck links fully utilized.

The optimal allocation of the core bandwidth is a new problem that didn’t exist previously. When

the core bandwidth is abundant and host fan-in is the primary source of congestion, the receivers

can enforce the optimal bandwidth allocation of their downlinks via pro rata sliding window sizes.

However, now messages will be competing for bandwidth even when they have different receivers. For

example, two messages originating from the same ToR will be competing for the uplink bandwidth

of their source ToR, and two messages destined to the same ToR for the downlink bandwidth of

their destination ToR. In the current scheme, end hosts are making scheduling decisions locally, so

they are unable to enforce the optimal bandwidth allocation of the bottleneck links in the core.

Figure 3.10 shows an example. Ideally, the message from node 0 to node 4 should be allocated 3x

link capacity compared to the others because it has 3x message size. However, the current scheme

will evenly distribute the link capacity among all messages because (a) the sliding window size S is

the same for all messages (each receiver only has one incoming message in this example), and (b) the

RTT between senders and receivers is also the same for all messages (all data packets experience the

same queuing delay at ToR 0). When the throughputs of messages eventually reach the equilibrium,

all of them will be equal to S
RTT . As a result, the current algorithm will finish 33% slower than the

optimal, and Chowdhury et al. [14] shows that the slowdown can be up to 1.5x in more pathological

scenarios. Although this is an over-simplified example, this sort of problem occurs repeatedly in the

evaluation.

There are at least two solutions to fix the problem in the example above (unfortunately, as we

shall see later, neither one can guarantee optimal bandwidth allocation in general). The key idea of

both solutions is the same: if a sender or receiver has less data to send or receive, then it should be

throttled accordingly to avoid using up too much bandwidth at the congestion hotspots. However,

two solutions differ in their mechanisms to achieve this goal.

The first solution introduces packet pacing at the sender side. For example, if the amount of

data a sender has to send is only 50% of the maximum outgoing data, then it should also pace itself

to transmit at half of the line rate. To implement this solution, all nodes must exchange data among

themselves via an all-reduce [85] operation to find out the maximum outgoing data of a node.

The second solution is purely receiver-driven. So far every receiver has the same limit on the total

outstanding grants a receiver can have, and this limit only depends on the overcommitment level. To

achieve better rate allocation, this solution sets the maximum outstanding grants to be proportional

to the amount of data it has to receive (i.e., pro rata overcommitment). Thus, in Figure 3.10, node

4 will be able to issue 3x grants compared to any other node, and the sliding window of the message
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Sender Receiver Size (pkts) Optimal rates
(pkts/time unit)

Actual rates
(pkts/time unit)

0 4 3000 1 0.5

1 5 1000 0.33 0.5

2 6 1000 0.33 0.5

3 7 1000 0.33 0.5

ToR 0

ToR 1

Core

Shuffle messages

Figure 3.10: Suboptimal bandwidth allocation of ToR 0’s uplink. For simplicity, the diagram
omits various complex components in Figure 3.9 and depicts a simple two-level tree topology with
2:1 oversubscription (each end host can send or receive 1 packet per unit of time; the ToR can send
or receive 2 packets per unit of time). It is also assumed that packets are perfectly distributed
across the core links, so the links between a ToR and the core can be logically considered as one link
with 2x capacity. The table shows the messages in the system and their sending rates (optimal vs.
actual).

from node 0 to node 4 will also be 3x large compared to any other message. Similarly, this solution

also requires an out-of-band communication between all nodes to find out the maximum amount of

data a receiver has to receive, then each receiver can reduce its total outstanding grants accordingly.

The second solution is more appealing due to its flexibility and elegance. The biggest problem of

sender pacing is that it’s too pessimistic and rigid in the use of uplink bandwidth: a sender that has

less data to send always ends up under-utilizing its uplink. Though this sender is not the bottleneck

now, it could be perturbed in the future and become a straggler. Thus, it’s always more desirable

to send out the data early while the sender can, and the receivers can decide to throttle the sender

if necessary (the bottom line is the receivers are at a better place to make the scheduling decisions).

Finally, having two different rate-limiting mechanisms adds complexity to the design and analysis,

so it should be avoided if possible.

The second problem introduced by congestion at the core is the increase of queue lengths in the
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Figure 3.11: Bandwidth wastage due to grant packets being delayed at congestion hotspots. The
network topology is the same as Figure 3.10. The matrix on the right shows the relative sizes of
the shuffle messages, where each row represents one sender and each column represents one receiver.
For example, if a value of 1.0 is 1000 packets, then a value of 4.0 at position (0, 7) means the size
of the message from node 0 to node 7 is 4000 packets.

network. Large packet queues can cause collateral damage to the throughputs of messages from the

opposite direction, since their grant packets can be delayed significantly (delay of the data packets

is less of a problem because the congested link is already being fully utilized). For example, if there

is another message of 3000 packets being sent from node 4 to node 0 in the example of Figure 3.10,

then its grant packets will experience significant queuing delay at the uplink of ToR 0. In this

example, pro rata overcommitment actually helps mitigate the problem because it reduces the total

outstanding grants of node 5, 6, and 7 to one third, effectively reducing the maximum queue length

at the uplink of ToR 0.

Unfortunately, pro rata overcommitment doesn’t always solve the problem; Figure 3.11 shows

a more subtle example. Since all the outgoing data of nodes 4–7 are destined to the first rack, a

large queue will be built up at the uplink of ToR 1. Pro rata overcommitment cannot reduce the

length of this queue, since nodes 0–3 are the ones with more incoming data; in addition, the total

outstanding grants of nodes 4–7 are reduced to 4
7 of that of nodes 0–3. Thus, the sliding windows
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of the messages destined to node 4–7 become too small for nodes 0–3 to fully utilize the uplink of

ToR 0. As a result, the cleanest solution to eliminate the collateral damage of large packet queues

is to enable in-network priorities in both the ToR and core switches.

The techniques discussed so far in this section already improve the performance effectively when

there is limited core bandwidth. However, experiments in Chapter 6 will show that the throughput

is still far from the optimal (e.g., roughly 5% and 10% performance loss at median and 90 percentile,

respectively), and sub-optimal bandwidth allocation of the congested core links is still the major

cause of performance loss even with all the attempts above. This is because these techniques become

less effective at larger scales, when there are more than two racks (unlike the examples presented so

far).

When the shuffle involves more than two racks, the problem of optimal bandwidth allocation is

even more challenging, as there are more paths between nodes in the network. Packets that follow

different paths will experience different queuing delays (and have different effective RTTs between

their senders and receivers), and messages with smaller (average) RTTs will have an advantage in

acquiring larger shares of bandwidth at the congested core links than the competitors. For example,

consider two messages m1 and m2 of the same size, m1 is sent from ToR r0 to ToR r1, while m2

is sent from ToR r0 to ToR r2; further, assume that only the uplinks of r0 and the downlinks of r2

are congested. Both messages will suffer roughly equal delays at the uplinks of r0, but m2 will have

a larger RTT because its data packets experience additional queuing delay at the downlinks of r2.

Thus, m2 will receive less bandwidth and finish more slowly thanm1, which leads to under-utilization

of r0’s uplinks near the end of shuffle.

Even more interestingly, it turns out that two messages that follow the same path could also

suffer from suboptimal bandwidth allocation due to the adaptive sliding window mechanism that is,

ironically, designed to mitigate stragglers in the first place. Again, consider two messages m1 and

m2 of the same size, and they are both sent from ToR r0 to ToR r1. Suppose, of all the incoming

messages of m2’s receiver, m2 is the only one whose throughput is reduced at some congested link.

Then m2 will be the only straggler from the receiver’s perspective, and the receiver will attempt to

increase its sliding window size with the hope that m2 would be able to catch up faster; thus, the

sliding window of m2 will keep increasing over the course of shuffle. On the other hand, if this is not

the case for m1, then its sliding window will remain roughly constant. As a result, even though the

two messages have the same RTT, m1 will receive much less bandwidth than m2 because its sliding

window is smaller. Ironically, the mechanism used by one receiver to mitigate stragglers among its

incoming messages ends up causing a straggler message destined to another receiver. This is another

proof that a purely endhost-based protocol doesn’t have the correct information to achieve optimal

scheduling globally.

One could potentially attempt to design more ad-hoc optimizations to improve the performance

for each of the examples above; however, a much better approach is to analyze the problem more
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formally under a unified framework. The following paragraphs describe such a simple framework.

First of all, it is well known that the maximum throughput of a message in window-based rate

control schemes is given by the following formula (it’s also limited by the link speed eventually):

throughput(msg(x, y)) =
S(x, y)

RTT (x, y)
(3.7)

where

• msg(x, y) is a message sent from node x to node y,

• S(x, y) is the sliding window size of the message, and

• RTT (x, y) is round-trip time between the sender and receiver of the message, which consists of

three components: the network latency of the grant packet, the sender turnaround time (i.e.,

the time between the sender receives the grant and replies the corresponding data packet), and

the latency of the data packet.

This throughput limit will be achieved when the sender has to slow down and wait for grants, which

is exactly what happens when multiple messages are contending on some congested link (clearly, the

message throughputs are not limited by link speeds in this case).

Second, the vanilla adaptive pro rata rate allocation mechanism (without pro rata overcommit-

ment) computes the sliding window size of message msg(x, y) as follows:

S(x, y) = max out grants× msg rem bytes(x, y)

total rem bytes(y)
(3.8)

where

• max out grants is the maximum number of outstanding grants any receiver can issue, which

is a constant that is equal to the product of the degree of overcommitment and RTTbytes,

• msg rem bytes(x, y) is the number of bytes of the message yet to be received by node y, and

• total rem bytes(y) is the total number of incoming bytes yet to be received by node y.

Said another way, each receiver dynamically distributes its total outstanding grants across all its

incoming messages so that their sliding window sizes are always proportional to the remaining bytes

(both msg rem bytes(x, y) and total rem bytes(y) are changing over time).

Recall that the goal is to achieve pro rata bandwidth allocation of the congested core links, or

throughput(msg(a, b))

throughput(msg(c, d))
=

msg rem bytes(a, b)

msg rem bytes(c, d)
(3.9)
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The vanilla algorithm cannot achieve this goal, since Equation 3.8 entails the following instead:

throughput(msg(a, b))

throughput(msg(c, d))
=

msg rem bytes(a, b)

msg rem bytes(c, d)
× total rem bytes(d)

total rem bytes(b)
× RTT (c, d)

RTT (a, b)
(3.10)

Pro rata overcommitment can also be evaluated formally under this framework. Recall that the

idea was to scale the total outstanding grants in Equation 3.8 in proportion to the amount of total

incoming data, so receivers with less incoming data would also maintain fewer outstanding grants:

S(x, y) = max out grants× total rx bytes(y)

maxr{total rx bytes(r)}
× msg rem bytes(x, y)

total rem bytes(y)
(3.11)

where

• total rx bytes(y) is the total incoming bytes of node y, and

• maxr{total rx bytes(r)} is the maximum total incoming bytes across all receivers.

When each receiver has only one incoming message (i.e., msg rem bytes(x, y) = total rem bytes(y),

which is the special case that motivated this approach initially), this approach is a clear improvement

over the vanilla algorithm, as longer messages will at least get larger sliding windows. Although this

approach turns out to improve performance beyond this special case, it fails to enforce the correct

bandwidth allocation in general:

throughput(msg(a, b))

throughput(msg(c, d))
=

msg rem bytes(a, b)

msg rem bytes(c, d)
×

total rem bytes(d)
total rx bytes(d)

total rem bytes(b)
total rx bytes(b)

× RTT (c, d)

RTT (a, b)
(3.12)

An ideal approach would eliminate both total rem bytes(d)
total rem bytes(b) and RTT (c,d)

RTT (a,b) from Equation 3.10. Con-

ceptually, there is a simple way to remove the former term: if each receiver is not only aware of its

own remaining bytes to receive, but also the maximum remaining bytes across all receivers, then

each receiver can use that global information to compute much more accurate sliding window sizes.

That is,

S(x, y) = max out grants× msg rem bytes(x, y)

maxr{total rem bytes(r)}
(3.13)

In practice, it’s not possible to access the current value of maxr{total rem bytes(r)} in Equa-

tion 3.13 instantly; one possible workaround is to periodically exchange this information among all

nodes via all-reduce operations (so the receivers have to make scheduling decisions based on slightly

stale information). As a result, this approach only works for shuffles that run for longer periods of

time (i.e., much larger than the latency of the all-reduce operation1); otherwise, the errors resulting

from stale information won’t be negligible.

1A hardware-assisted all-reduce operation may complete in 5-10µs for up to 1000 nodes using smart switches [84].
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However, eliminating RTT (c,d)
RTT (a,b) from Equation 3.10 turns out to be very difficult, if not impossible.

A straw man proposal is to multiply S(x, y) by RTT (x, y), but the resulting sliding windows will be

too large to be effective (the actual outstanding grants of m(x, y) will be capped by max out grants

instead). One could introduce a global constant R to scale back the sliding windows: i.e., multiply

S(x, y) by RTT (x,y)
R . Ideally,

∑
∀x S(x, y) should be smaller than max out grants, but it should not

be too small because we still need overcommitment to maintain high link utilization. However, these

constraints make it impossible to pick a proper value for R.
∑

∀x S(x, y) ≤ max out grants entails

∑
∀x

max out grants× msg rem bytes(x, y)

maxr{total rem bytes(r)}
× RTT (x, y)

R
≤ max out grants

Or, equivalently, R ≥
∑

∀x
msg rem bytes(x,y)

maxr{total rem bytes(r)} ×RTT (x, y). Note that RTT (x, y) are constantly

changing over the shuffle. Thus, if a large R is chosen to account for large RTT ’s at some receiver,

then the sliding windows will be too small when its RTT ’s become smaller or for receivers that don’t

experience large RTT ’s; it is unlikely a single value of R will work for all receivers and at all times.

One could also just leave RTT (c,d)
RTT (a,b) alone. In that case, pro rata rate allocation is only achieved if

there is a global uniform RTT. This is obviously not the case in practice: straggler messages almost

always suffer from larger queuing delays. As a result, the receiver will constantly underestimate the

correct window sizes of the straggler messages, so the stragglers will never be able to catch up.

Fortunately, although not a perfect solution, a heuristic turns out to work rather well in practice.

The idea is similar to pro rata overcommitment: scale back the total outstanding grants of a receiver

if it has fewer remaining bytes yet to be received than the current slowest receiver (i.e., the one that

has the most remaining bytes). That is,

S(x, y) = max out grants× msg rem bytes(x, y)

maxr{total rem bytes(r)}
× total rem bytes(y)

maxr{total rem bytes(r)}
(3.14)

In fact, one could scale back the total outstanding grants even more aggressively by raising the last

term above to its n-th power. Experiments show that quadratic scale back (n = 2) performs pretty

well in practice. Consequently, the formula which describes the bandwidth allocation at steady state

ends up with:

throughput(msg(a, b))

throughput(msg(c, d))
=

msg rem bytes(a, b)

msg rem bytes(c, d)
× RTT (c, d)

RTT (a, b)
×

{
total rem bytes(b)

total rem bytes(d)

}n

(3.15)

3.1.8 Putting it all together

Listings 2 and 3 summarize the key parts of the shuffle protocol described so far in python-like

pseudocode. For clarity, I left out (i) the code that invoke these methods (e.g., they can be invoked

in a busy loop) and (ii) the code that update the global and per-message states upon sending and

receiving packets.
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1 # Number of packets yet to receive by the slowest receiver in the cluster.

2 # Updated periodically via some out-of-band communication.

3 max_rem_rx_pkts = None

4 # How many more grants is allowed to be issued by this receiver?

5 grants_left = MAX_OUTSTANDING_GRANTS

6

7 class OutMessage:

8 """

9 Represents an outgoing message at the sender.

10

11 Attributes

12 ----------

13 total_pkts : int

14 Length of the message, in # packets.

15 packets_sent : int

16 # packets that has been sent out.

17 num_grants : int

18 How many more packets of this message are permitted to be transmitted.

19 """

20 # ... class body omitted ...

21

22 class InMessage:

23 """

24 Represents an incoming message.

25

26 Attributes

27 ----------

28 total_pkts : int

29 Length of the message, in # packets.

30 packets_received : int

31 # packets that has been received.

32 out_grants : int

33 # outstanding grants issued to this message by the receiver.

34 """

35 # ... class body omitted ...

36

37 def grant_wnd_size(self, rx_pkts_left):

38 """

39 Compute the maximum outstanding grants that can be issued to this message.

40

41 rx_pkts_left : int

42 # packets yet to receive at the receiver of this message.

43 """

44 msg_rem_pkts = self.total_pkts - self.packets_received

45 if max_rem_rx_pkts is None: # Equation 3.8

46 return ceil(max_out_grants * msg_rem_pkts / rx_pkts_left)

47 else: # Equation 3.14

48 return ceil(max_out_grants * msg_rem_pkts * rx_pkts_left / pow(max_rem_rx_pkts, 2))

Listing 2: Data structures and global variables
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1 def try_send(out_msgs):

2 """

3 Find the outgoing message that has the GRPF and grants available,

4 and then send one more packet from it.

5

6 out_msgs : list[OutMessage]

7 Unfinished outgoing messages

8 """

9 next_msg = None

10 grpf = 0.0

11 for m in out_msgs:

12 remaining_frac = 1.0 - m.packets_sent / m.total_pkts

13 if m.num_grants > 0 and remaining_frac > grpf:

14 grpf = remaining_frac

15 next_msg = m

16 if next_msg:

17 next_msg.packets_sent += 1

18 next_msg.num_grants -= 1

19 send_one_pkt(next_msg)

20

21

22 def try_grant(in_msgs, rx_pkts_left):

23 """

24 Try to send out one or more grants to senders that are ready to accept

25 them. Prioritize incoming messages with larger remaining fractions.

26

27 in_msgs : List[InMessage]

28 Unfinished incoming messages.

29 rx_pkts_left : int

30 # packets yet to receive at this receiver

31 """

32 while grants_left > 0:

33 next_msg = None

34 grpf = 0.0

35 for m in in_msgs:

36 remaining_frac = 1.0 - m.packets_received / m.total_pkts

37 if m.out_grants < m.grant_wnd_size(rx_pkts_left) and remaining_frac > grpf:

38 grpf = remaining_frac

39 next_msg = m

40 if next_msg:

41 grants_left -= 1

42 m.out_grants += 1

43 send_one_grant(next_msg)

44 else

45 break

Listing 3: Key scheduling logic of senders and receivers
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As mentioned in Section 3.1.2, my algorithm could be viewed as a clean-slate instantiation of the

Weighted Shuffle Scheduling (WSS) scheme. Recall that the original paper [14] suggests the use of

an external network transport to help achieve weighted fair sharing at the bottlenecks, but it didn’t

provide a practical transport that is suitable for low-latency shuffles in flash bursts. In contrast,

my algorithm provides a satisfying end-to-end solution by exploiting a number of specifities of the

problem. For example, the bandwidth-delay product is rather stable in an (unloaded) datacenter

network, and it’s usually much smaller than the buffer space available at the switches. As a result,

each receiver can choose a safe overcommitment level which allows its senders to quickly ramp up

their egress rates without causing buffer overflow; there is also no need to employ an adaptive rate

discovery scheme like AIMD which may have a slow convergence process. In addition, each node

in the datacenter is usually aware of its (maximum) egress bandwidth; thus, a sender can easily

saturate its uplink without building up a large queue at the egress port. Finally, in a datacenter

environment, the shuffle performance is usually less sensitive to bottlenecks in the network core (see

Section 6.3); the performance is already quite good in many cases just by running ensemble-wide

scheduling at end hosts using simple ideas such as GRPF and pro rata grant windows. And when

limited core bandwidth becomes a problem, a simple heuristic with minimal global coordination is

very effective in practice.

Strictly speaking, the GRPF policy may diverge from a weighted fair sharing scheme occasionally.

For example, when the receiver of a straggler message finally responds with more grants, a GRPF

sender will attempt to allocate all bandwidth to this message for a while before returning to weighted

fair sharing. However, this doesn’t seem cause any problem in the evaluation.

3.2 Connectionless transport

Starting from this section, I will describe the precise protocol in detail, including aspects that are

less essential for performance but nonetheless required by a complete protocol.

The shuffle protocol is connectionless. It can be easily implemented on top of any unreliable

datagram transport such as UDP. Each shuffle operation is identified by a globally unique OPid

generated by the high-level application. To start a shuffle, the application should pass the OPid,

the set of nodes (i.e., their network addresses) participating in the shuffle, and the list of outgoing

messages to the shuffle module. No setup phase is required, so different nodes may start sending data

at different times; this avoids a global barrier which incurs additional latency. Individual incoming

messages are returned to the application as they are fully received, and they may complete in any

order; further, the packets within each message can be received out of order.

Figure 3.12 summarizes the packet types used in the shuffle protocol. For best performance,

small control packets (i.e., GRANT, ACK, and RSEND) should be assigned a higher priority than

DATA packets, but it is not mandatory.
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DATA Sent from sender to receiver. Contains a range of bytes
within a message, defined by an offset and a length, and
the total message length.

GRANT Sent from receiver to sender. Indicates that the sender
may now transmit all bytes in the message up to a given
offset.

ACK Sent from receiver to sender. Indicates that the message
has been received in its entirety.

RESEND Sent from receiver to sender. Indicates that the sender
should re-transmit a given range of bytes within a mes-
sage.

Figure 3.12: The packet types used by the shuffle protocol. All packet
types except DATA are sent at a high priority by default.

The application is responsible for managing the shuffle operations. This essentially means three

things. First, the application must coordinate among its nodes to generate a unique OPid for each

shuffle. This is typically done in an application-specific way: a Spark-like [100] application could use

a centralized driver program to generate the OPid, or an SPMD-style [19] application could assign

the OPid based on the program structure without further coordination. Second, the application

should implement some mechanism to retain incoming packets with unseen OPid’s and eventually

dispatch them to the correct shuffle operation. Unclaimed packets will expire after some time and

be removed from the staging area. Finally, the application must keep track of the completed shuffle

operations and use them to filter out stale packets from shuffle operations that are already completed.

The functionality of the shuffle module can be divided into two conceptually orthogonal sub-

modules: the sender and the receiver. The top-level shuffle module returns after both sub-modules

complete. I discuss these two sub-modules in order below.

3.3 Sender behavior

When a sender starts running, the first task is to divide all the outgoing messages into fixed-size

DATA packets. In order to amortize the cost of packet processing, our implementation favors larger

packets. For instance, if the underlying network is Ethernet, then all DATA packets except the last

one from each message will contain roughly 1.5 KB data (or, up to 9 KB if jumbo frames are used).

Note that even if the sender has no data to transmit to a receiver, it should still create an empty

DATA packet to this receiver; otherwise, the receiver cannot know the total amount of incoming

data.

Recall that each sender should be able to transmit a small amount of data blindly, so the second
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task of the sender is to divide each outgoing message into two parts: an initial unscheduled portion,

followed by a scheduled portion. For simplicity, it’s required that either portion of a message must

contain an integral number of DATA packets. To avoid under-utilizing its uplink, the sender sends

(slightly more than) one RTT worth of unscheduled packets, so it could receive its first grant before

transmitting all the unscheduled data (the number of unscheduled packets must be kept low because

having too many unscheduled data reduces the effectiveness of receiver-driven rate control).

As a result, the sender will transmit the first RTTpackets data packets in the sender’s GRPF

packet schedule unilaterally. However, there is one caveat. If a message doesn’t contain any unsched-

uled data, the sender should still transmit a special DATA packet that contains no message bytes

to the receiver unilaterally; the sole purpose of this empty DATA packet is to notify the receiver of

the incoming bytes of the message.

As discussed in Section 3.1.4, the sender needs to check the size of its TX queue to decide whether

to transmit more packets. When it is time to send the next data packet, the sender simply searches

its GRPF packet schedule (starting from the first unsent packet) to find the first outgoing packet

that has been granted but not yet sent. Note that only the first RTTpackets entries in the packet

schedule are transmissible initially; the sender will update the status of the rest of the packets upon

receiving grants from their receivers.

However, there is a small caveat to the above scheme: when the shuffle has uniform data distri-

bution, incoming messages of roughly the same size are likely scheduled to transmit to the receiver at

roughly the same time, which creates short bursts of incast. This is because the scheduling priority

also indicates the ideal time when the packet will be sent out, given sufficient grants: for instance, if

the scheduling priority of a packet is 0.5, then this packet will likely be scheduled to transmit when

half of the total outgoing bytes of its sender are finished.

Fortunately, such pathological cases can be easily avoided with randomization: for each outgoing

packet, pick a random offset within the packet, and then use the message bytes following that offset

(rather than the message bytes starting from this packet) to compute the scheduling priority. For

instance, if a message has 10 packets, then the scheduling priority of the 6th packet will be in the

range of (0.4, 0.5], as opposed to a fixed value of 0.5 previously. This technique significantly reduces

the probability of short incast introduced implicitly by deterministic scheduling priorities.

A sender cannot complete until it’s certain that all outgoing messages have been fully received

by the receivers. Thus, when a receiver receives a message in its entirety, it needs to reply an ACK

to acknowledge the reception of the message; upon receiving the ACK packet, the sender knows it’s

safe to delete this message. However, in some rare cases, the ACK packet can be lost in the network,

which prevents the sender from completion. I discuss the implications of lost packets in Section 3.5.
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3.4 Receiver behavior

The main functionality of the receiver is rate control, and, as discussed previously, the receiver en-

forces two different limits on the outstanding grants. The first limit is a fixed maximum outstanding

grants across all senders, and it is used to limit the congestion at the TOR and avoid buffer overflow.

The second limit is the per-sender maximum outstanding grants (i.e., the sliding window) that is

computed for each incoming message on the fly independently. In the rest of the section, I will first

discuss how to compute and enforce these two limits, and then describe how the receiver implements

GRPF.

The receiver overcommits its downlink by always maintaining a maximum number of outstanding

grants (except when all packets have been granted near the end of shuffle). Thus, unlike the sender,

the transmission of grants is event-driven: the receiver can only send out one more grant when the

next data packet arrives. The only exception is during the startup when the receiver needs to quickly

send out all the grants in batches.

It is straightforward to keep track of the number of outstanding grants except for one tricky case

related to unscheduled data. Unscheduled packets can be thought of as grants claimed unilaterally

by the senders, so the receiver must increment the counter of outstanding grants by the number of

unscheduled packets in a message when its first data packet arrives. As a result, the total outstanding

grants can exceed the limit temporarily, but it’s fine because the receiver will not send out new grants

until the total outstanding grants drop below the limit (as more data packets arrive).

The maximum number of outstanding grants, or max out grants, is currently chosen empirically.

The experiments suggest that the shuffle performance is usually not very sensitive to the choice of

max out grants as long as it is not too small. Thus, in order to endure longer periods of interference,

max out grants can be set to a relatively large value (e.g., 10 RTTpackets); the evaluation will show

that buffer occupancy is usually not a concern even with relatively large max out grants.

The receiver uses the formula max{1.0, ⌊max out grants × msg rem bytes
total rem bytes⌋} to compute the per-

sender maximum outstanding grants for each message on the fly. msg rem bytes and total rem bytes

are the remaining bytes yet to be received by the message and the receiver, respectively. Three things

are worth noting in the formula. First, the formula ensures that the window size is always greater

than zero. Thus, the sum of per-message grant limits can exceed max out grants, but this is fine

because the total outstanding grants is still limited by max out grants. Second, the result of the

formula is not a constant over the course of shuffle, as both msg rem bytes and total rem bytes are

monotonically decreasing over time. If a message is not making progress, then only total rem bytes

will be decreasing, and thus msg rem bytes
total rem bytes will become larger, which means more outstanding grants

will be allocated to this sender. Third, the receiver doesn’t know the total incoming bytes until it

receives the first packets from all senders, so total rem bytes will not be accurate at the beginning

the shuffle. Thus, if the first packets of a few incoming messages arrive earlier than the others, then

the receiver could distribute all the outstanding grants across the early messages only according to
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the formula. This may not be a big issue in practice, since the receiver will likely hear from all the

senders early at the beginning; even if some messages are late, the receiver will immediately reduce

the per-sender grant limits of the early messages and prioritize grants to the late ones as soon as

they arrive. Or if max out grants is scaled according to how many total incoming bytes this receiver

has relative to the worst-case receiver (Section 3.1.7), then the early messages will only get a small

number of grants. Another possible fix is to introduce a slow-start phase which avoids giving out

too many grants to a small number of messages early on; I leave this for future work.

Since the receiver doesn’t know the sizes of all the incoming messages at startup, it implements

GRPF different from the sender. Instead of using a “grant schedule”, the receiver keeps a linked list

of incoming messages in descending order of their scheduling priorities. The scheduling priority of

each incoming message is defined using the same randomized scheme: for each incoming message,

randomly pick an offset within the first unreceived packet, and then divide the following unreceived

bytes by the total message size to obtain the scheduling priority. When the number of outstanding

grants drops below max out grants, the receiver iterates over the list to find the first message that

can be granted one more packet (subject to the per-message grant limit), and then it updates the

position of that message in the list accordingly after sending the grant. Using a dynamic linked list

makes it easy to add new incoming messages as their first data packets arrive (if a grant schedule is

used, it must be recomputed every time a new message is included).

Finally, there is again a small caveat: when the sender and receiver of a message independently

select the random offsets, the message will end up having different scheduling priorities on two sides.

This is sub-optimal for two reasons. First, if the scheduling priority of a message is higher on the

receiver side, then it can increase the turnaround time of a grant, as the sender may not send back the

data packet until much later. Second, if the scheduling priority of a message is lower on the receiver

side, then the receiver may starve the sender, since the grant is not sent early enough. Admittedly,

these two problems are less likely to cause significant performance drop when overcommitment is in

use, but, ideally, it’s better for both ends of a message to always agree on the scheduling priority.

Fortunately, this is rather easy to fix: each sender can pass its random seed to all its receivers along

with the first data packets of the messages, and then each receiver can use the random seeds obtained

from its senders to generate the same random offset as the sender for each packet when computing

priorities (each incoming message uses a different seed).

3.5 Lost packets

The protocol expects packet loss to be rare, so the mechanism for handling lost packets is designed

to avoid overhead in the common case where packets are not lost, and remain simple when packets

are lost. To this end, I decided to employ a simple lost-packet handling mechanism that is receiver-

driven (i.e., receivers are responsible for detecting lost packets) and timeout-based: if a message is
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unable to make any progress after a long time (e.g., a millisecond), the receiver sends a RESEND

packet that identifies the first range of missing data to the message sender, and then the sender

will retransmit the data. This approach is very simple as it handles the loss of DATA and GRANT

packets in the same way; and since each receiver already knows the participating nodes in advance,

there is no need to treat the loss of the unscheduled packets differently (the receiver cannot detect

a lost packet if it is not aware of the incoming message).

There is one special case that is not covered by the receiver-driven timeout mechanism above:

the loss of ACK packets. As discussed in Section 3.2, when a message is received in its entirety, the

receiver needs to send back an ACK packet to acknowledge the message so the sender can safely exit

the shuffle. If that ACK packet is lost, then the sender will get stuck. Senders could use a similar

timeout-based mechanism to probe the receivers if the acknowledgements don’t arrive in time, but

the receivers probably won’t be alive to handle these requests because they are free to exit once all

data have been received. Thus a better place to handle these requests is the high-level application

that keeps track of all the completed shuffle operations: if the designated shuffle is already completed,

the application will resend the acknowledgement on its behalf.



Chapter 4

Network Simulator

As part of our design process, I implemented a lightweight network simulator to help us understand

the intricate behaviors of different scheduling algorithms, and to iterate faster on research ideas. The

entire network simulator contains less than 4000 lines of C++ code, where more than one third of the

code is related to collecting various performance metrics. I decided not to reuse existing network

simulators [71, 73] that are both more powerful and complex, since it is much easier to instrument

and customize a simpler simulator to suit our needs.

There are many advantages in using a network simulator, compared to running experiments on a

real cluster, and the most important one is better visibility into the system: it is easy to collect rich

low-level performance metrics that would otherwise be impossible. For instance, at any point in time

during the shuffle, I can inspect the queue lengths of any switch, count the number of incoming data

packets for any receiver, and query how long a packet has been delayed in a queue. The detailed

run-time data collected in the simulation can then be aggregated and queried in arbitrary ways

to answer questions about the behaviors of the scheduling algorithm. Thus, simulation becomes a

really powerful tool that helps us build intuition about the algorithm; in fact, this led directly to

the discovery of our window-based rate allocation scheme (Section 3.4).

The second advantage of simulation is easy control over the underlying experiment environment.

Recall that our shuffle protocol needs to perform well under various conditions, so it is very useful

to be able to change the environment to test our hypothesis quickly during the design. For instance,

I often need to vary the size of the cluster, the network topology, the bisection bandwidth available,

and introduce different levels of interference. In addition, sometimes in order to get a full picture

of the performance, I must run a large number of simulations that exercise all combinations of the

factors above; this is clearly non-trivial to achieve with a real cluster.

Finally, using a simulator made it possible to implement oracles or idealized algorithms (e.g.,

centralized scheduling schemes that require instant access to the global state of the cluster) that

cannot be easily done in a real implementation. These oracles help establish theoretical lower bounds

69
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1 while not shuffle_finished:

2 # Arrange packets on-the-wire to arrive at their destinations.

3 for packet in packets_in_flight:

4 if packet.arrival_time == time:

5 deliver_packet(packet)

6 packets_in_flight.remove(packet)

7

8 # Run the scheduling logic at every node.

9 for node in nodes:

10 # Attempt to send the next data packet.

11 node.try_send()

12 # Attempt to issue one or more grants.

13 node.try_grant()

14 # Attempt to (receive and) process one or more grants and data packets.

15 node.try_receive()

16

17 # Run the packet forwarding logic at every switch.

18 for switch in switches:

19 switch.forward_packets()

20

21 # Advance the simulation timestep.

22 time += 1

Listing 4: Overall structure of the simulator in Python-like pseudocode.

of the shuffle completion time, and are thus essential to performance evaluation (our goal is to finish

in time near to the optimal).

However, like any research that relies on simulation results, the major concern of the simulation

approach is credibility, as it is not possible to faithfully model every aspect of the shuffle running

in a real environment. To increase the credibility of the research, it would be useful to evaluate a

real implementation of the shuffle protocol using a large production cluster, and this is left to future

work.

4.1 Overview

In a nutshell, the simulator uses a single-threaded discrete-time architecture: the simulation time

is broken up into small fixed-size time slices, or timesteps, and the system state is updated according

to the events happening in the timestep (the simulation can only progress in the unit of timestep).

Thus, the simulator essentially runs a giant loop which advances the simulation one timestep at

a time; in each iteration, the simulator moves the packets across the network and executes the

scheduling logic for each node. Listing 4 shows the overall structure of the simulator in pseudocode.

In order to simplify the simulator implementation, a timestep is defined to be the time to serialize

or deserialize a full data packet by the NIC of a node. This design trades flexibility for simplicity,

and it has several important implications on the possible configurations of the simulation. First,

the bandwidth of every network link must be a multiple of the bandwidth of the NIC at the end
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host, since the switch needs to forward an integral number of data packets per timestep. Second,

the latency of one hop in the network must be a multiple of the timestep, since every packet must

arrive at the beginning of a timestep. Finally, each message must be consist of a multiple of full data

packets, since every message must complete at the end of a timestep. For instance, if one full data

packet is 1.5 KB, and the NIC is running at 25 Gbps, then one timestep corresponds to 0.48 µs, and

the one-hop network latency can be set to, say, 1.44 µs, or 3x of the timestep. While the configuration

of the simulation is somewhat restricted, this design shouldn’t lose much generality, since it is always

possible to reduce the size of the data packet to run simulations at a finer granularity.

Compared to data packets, control packets such as GRANT and RESEND are much smaller (only

a few tens of bytes), so their bandwidth consumption is negligible. For simplicity, the simulation

ignores the bandwidth costs of sending and receiving control packets. As a result, although the NIC

at the end host can only (de)serialize at most one data packet per timestep, it can (de)serialize any

number of control packets on top of that (similarly, a single link can transfer any number of control

packets in a single time-step, in addition to one data packet).

However, the bandwidth cost is not the only source of overhead in sending and receiving packets;

the software overheads of processing packet are also important. For instance, after the NIC receives

a data packet from the network and puts it in a queue in the host memory, the shuffle application

may need to assemble the message by copying the bytes out of the packet.

Unfortunately, software overheads are very hard to model accurately in simulation, since they are

heavily influenced by the memory bandwidth and cache miss latency (the former usually dominates

the cost of processing data packets, while the latter dominates the cost of processing control packets).

For simplicity, the simulator currently assumes that the costs of processing data packets are much

smaller than the bandwidth cost, and it ignores the costs of processing control packets (the receiver

can fetch incoming packets in batches to amortize the cost of cache misses); Section 4.4 will discuss

the limitations of this approach.

As a result, the receiver can process incoming packets faster than they are deserialized; the exact

number of data packets that can be processed per timestep is configurable in the simulation, and the

receiver is free to process any number of grants per timestep. Figure 4.1 shows an example where a

receiver has just been rescheduled after preemption, and it’s trying to catch up on the packets that

have built up for it in memory during the preemption.

It is also rather easy to simulate the two types of interference that are considered in this work:

node preemption and link bandwidth variation. When a node is preempted, the simulator simply

doesn’t run the per-node scheduling logic (i.e., line 10-15 in Listing 4) for this node. Although the

receiver will not be able to process any incoming packets during this time, the NIC will continue

to receive and place them in the RX queue. Bandwidth variation of a link can be simulated by

adjusting the number of data packets that can be moved across the link per timestep. For example,

if the uplink bandwidth of a node is reduced to 30%, then the simulator can maintain a counter for
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Figure 4.1: Flow of incoming packets from the downlink to the CPU. Packets can be processed
faster than they are deserialized: e.g., each receiver is configured to process at most 3 data packets
plus any number of grants per timestep.

this link which increments by 0.3 per timestep; when the counter is greater than or equal to 1.0, the

simulator can move one data packet across the link and subtract one from the counter.

The two major tasks of the simulator are (i) scheduling messages at the end hosts and (ii) moving

packets across the network. The following two sections discuss these two tasks respectively.

4.2 Message scheduling

Scheduling algorithms are rather easy to implement in the simulator. To implement a new algorithm,

one just need to override the node.try send() and node.try grant() in Listing 4 with its new sender-

side logic and receiver-side logic, respectively. Each algorithm usually takes only a few tens of lines

of code; further, implementing centralized scheduling algorithms is equally easy, since the simulator

has access to the global state.

The software overheads of running the scheduling algorithm are again ignored in the simulation.

Thus, the scheduling decisions can be made instantaneously at the beginning of each timestep, and

then the outgoing packets are passed to the NIC for serialization. Similar to the software overheads

of processing packets, in reality, the scheduling costs are not negligible compared to the bandwidth

costs; in fact, the software costs will eventually become the bottleneck of shuffle, since the CPU will

not be able to keep up with ever-increasing network speeds. Section 4.4 will discuss the drawback

of ignoring software costs in more detail.

4.3 Moving packets

There are only two tasks that need to be done in order to simulate moving packets across the

network: (i) scheduling outgoing packets to arrive at the next hops sometime in the future, and (ii)
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forwarding incoming packets that arrive at the switches to the correct output ports.

The first task is implemented using a list that keeps track of all the packets currently on any

wire, sorted in increasing order of their scheduled arrival times. When an outgoing packet is about

to be sent across a link, its scheduled arrival time at the next hop will be set to the current time

plus the one-hop link latency. At the beginning of each timestep, the simulator removes packets that

are scheduled to arrive at current time from the list, and delivers them to the destinations (i.e., line

3-6 in Listing 4); the destination of a packet is always an RX queue at a switch or end host, where

the newly arrived packets are simply appended. The process above applies to both the data packets

and control packets.

The second task requires every switch to forward all the arriving packets at the current timestep

from its input ports to output ports. While each input port only has one RX queue, the number of

TX queues at an output port depends on the number of network priorities supported by the switch

(usually up to 8). However, our shuffle protocol uses at most two network priorities: a high priority

for the control packets, and a low priority for the data packets. Thus, the control packets will always

be forwarded to a TX queue at a higher priority than the data packets, which allows them to be

transmitted instantaneously before any data packet. For simplicity, the simulator assumes infinite

buffer space, so it never drops packets due to buffer overflow.

4.4 Limitations

The major concern of relying on a simulation approach is that the behavior of the simulator can

diverge from reality, which undermines the credibility of the results. Unfortunately, it is very difficult,

if not impossible, to accurately model the behavior of the shuffle protocol in a simulator. This is due

to at least two reasons. First, the conditions of the underlying environment are often changing in a

complex and irregular way in practice depending on the workloads: e.g., studies [104, 44] show that

the network traffic patterns of today’s datacenter workloads are often bursty over very short time

intervals. Second, different components in the system interact with each other in a non-deterministic

way, and they may even compete with each other for shared resources such as CPU time, memory,

and caches. For example, the sender and receiver modules may be running on different threads

that are subject to the thread scheduler of the underlying OS. Further, in order to saturate the

network bandwidth, CPU-intensive tasks such as sending and receiving packets are usually spread

across multiple cores, and then constantly load-balanced; this can easily create contention on shared

memory and slow down the system. Thus, to avoid over-complicating the simulator, I had to make

some approximations.

First, the simulator currently ignores all software overheads, since they are notoriously hard to

model in simulation: in reality, the execution time of a task is often heavily influenced by non-

deterministic factors such as memory access latency and cache coherency overhead. There are two



CHAPTER 4. NETWORK SIMULATOR 74

2x Link

8-port Switches

Figure 4.2: A two-level fat tree topology built from 8-port switches.

major sources of software overhead in a shuffle: one is finding the next message to transmit or grant,

and the other is sending and receiving network packets. While our scheduling policy might be sim-

ple enough to be implemented efficiently on multi-core machines, the packet processing overheads

have been a well-known bottleneck for software-based transport protocols [76]; even highly-optimized

userspace protocols such as Snap [65] suffer from this problem and have to burn a significant number

of cores just to saturate the network bandwidth. The simulator currently assumes network band-

width is the only limiting factor of shuffle performance; if software overheads turn out to be the

bottleneck, then the shuffle protocol probably needs to be implemented in a smart NIC to keep up

with the network speed.

Second, the simulator doesn’t accurately model the network topology that is being used in reality.

The current simulator implements an idealized multi-level fat tree topology where each intermediate

switch is connected to exactly one higher-level switch (Figure 3.1); switches that are nearer the top

of the hierarchy also have higher aggregate bandwidth (or, equivalently, a larger number of ports).

However, this setup is not feasible in practice as commodity switches only support a small fixed

number of ports. Figure 4.2 shows a realistic two-level fat tree topology. Since each switch can now

connect to more than one switches in the next level, additional load-balancing techniques, such as

randomized packet spray [22], must be employed to distribute packets evenly across the available

paths. These complex behaviors are obviously beyond the scope of the current simulator; in order

to model them, one must resort to more advanced network simulators such as [71, 73].

Third, the interference in the real world will likely be quite different from our simulation. Thus,

without actually deploying the shuffle protocol in a production environment, it is hard to tell how

faithful the simulation results are.
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The best way to work around the limitations of the simulator is to conduct the experiments using

a real implementation, and I leave this to future work.



Chapter 5

Workloads

One important design goal of the shuffle protocol is that it should work well for all possible shuffle

patterns. Unfortunately, prior works usually omit this problem, and the shuffle workloads used in

evaluating performance are overly restricted. As a result, I had to design new workload generators to

conduct the evaluation. This chapter discusses the challenges in workload generation, the solutions

I arrived at, and their limitations.

As discussed in Section 3.1.1, shuffles that have uniform data distribution (i.e., every node sends

and receives the same amount of data) are more challenging than others, as they require the link

bandwidths of all nodes to be fully utilized simultaneously in order to minimize the shuffle time.

Thus, the following discussion focuses on shuffles with uniform data distribution; however, the work-

load generators presented in this chapter can easily produce workloads with skewed data distribution

as well.

Every shuffle can be specified with an N × N shuffle matrix, where N is the number of nodes:

the element sij at position (i, j) denotes the size of the message sent from the i-th node to the j-th

node. In addition, this matrix can be normalized by dividing each element in the matrix by the

average message size: i.e., in the resulting matrix, the sum of all elements is equal to N2. Thus, for

shuffles with uniform data distribution, each row or column in the normalized shuffle matrix must

add up to N .

The workload generators always output normalized shuffle matrices, since they made it possible

to compare shuffle workloads that differ in data sizes. To instantiate a concrete shuffle workload, the

simulator specifies the average message size and computes the actual message sizes based on that.

For simplicity, the term shuffle matrix will simply refer to the normalized matrix from now on.

Informally speaking, to better exercise the protocol and get a full picture of its performance, the

workload generator needs to produce a variety of shuffle patterns that are “different” from each other.

However, there is no canonical way to fully characterize shuffle patterns. In this thesis, I decided to

focus on one particularly important aspect, i.e., the variety of message sizes, or message skewness,

76
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0 1 2 3 4 5 6 7 8 9

0 0.52 9.48

1 0.66 8.82 0.52

2 0.46 8.36 1.18

3 0.40 7.96 1.64

4 0.46 7.50 2.04

5 0.62 6.88 2.50

6 0.56 6.32 3.12

7 0.56 5.76 3.68

8 0.60 5.16 4.24

9 5.16 4.84

0 1 2 3 4 5 6 7 8 9

0 0.47 9.53

1 0.30 9.70

2 0.03 0.15 9.82

3 0.41 0.43 0.02 9.14

4 1.15 0.41 7.45 0.39 0.48 0.02 0.02 0.08

5 1.18 0.02 0.72 0.91 0.25 0.38 6.32 0.10 0.09 0.03

6 0.76 0.77 0.74 0.56 6.28 0.78 0.03 0.04 0.04

7 2.93 5.44 0.75 0.03 0.09 0.76

8 3.06 0.42 5.25 0.41 0.41 0.40 0.02 0.03

9 0.51 3.35 1.70 0.62 2.97 0.09 0.76

(b)(a)

Figure 5.1: Two matrices with the same message skewness of 0.75. They are generated with the
two approaches in this chapter, respectively. Even though the message skewness is the same, the
matrix on the left is less challenging for many shuffle algorithms, since every sender only has a few
non-zero messages to choose from.

since it has a profound influence on the protocol design as discussed in Chapter 3. Section 5.3 will

discuss the limitations of this approach.

A simple way to measure the message skewness is to use the standard deviation of the (normal-

ized) message sizes. Note that for any shuffle that has uniform data distribution, the maximum pos-

sible standard deviation of its message sizes depends only on N , the number of nodes in shuffle, and

it can be obtained when there is exactly one value of N in each row and each column (i.e., each node

sends its entire data to a distinct node): i.e., max stddev =
√

N×(N−1)2+(N2−N)×(0−1)2

N2 =
√
N − 1.

It is less convenient to present the experiment results when the possible range of message skewness

increases with the number of nodes.

Thus, the message skewness is actually defined as the normalized standard deviation, that is the

standard deviation of the message sizes divided by the maximum possible standard deviation, so its

value is always within the range of [0, 1] regardless of the cluster size.

As a basic requirement, the workload generators should produce shuffles that cover the entire

spectrum of message skewness. In addition, they should also attempt to generate “interesting” cases

that are beyond the scope of message skewness: e.g., Figure 5.1 shows two shuffle matrices that are

very different but happen to have the same message skewness. However, this problem turns out to be

non-trivial, and I have yet to find a single satisfying solution. As a result, I ended up implementing

two workload generators, each with its own pros and cons. The following two sections discuss these
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Keys before sorting

Node 0

Node 1

Node 2

Node 3

Shuffle matrixKeys after sorting

Figure 5.2: Distributed bucket sort and its corresponding shuffle matrix. Each input key is denoted
by a pair (key, node id), where the extra node id tag specifies the original node where key resides;
node id’s are used to break ties when keys are equal, which maintains the sort stability.

two approaches, respectively, and Section 5.3 discusses their limitations.

5.1 Sort-based workload generator

The first workload generator is inspired by the experiment of MilliSort: each distributed bucket sort

instance needs to perform a final shuffle step to transmit the input keys to their final destinations,

so there is a one to one relation between distributed bucket sorts and shuffle workloads. As a result,

to generate an N × N shuffle matrix, the generator works as follows (unlike distributed sorts, the

generator works locally):

1. Randomly generate M initial keys for each of the N nodes.

2. Compute the partition of the key range so that each node ends up hosting exactly M keys.

3. Count the sizes of the shuffle messages (i.e., the number of keys sent between nodes).

4. Fill the shuffle matrix with the message sizes (normalized to make sure that each row or column

adds up to N).

Further, M should be much larger than N so that more different message sizes can be generated; in

practice, M = 100×N appears to be sufficient. Figure 5.2 shows a distributed bucket sort and its

resulting shuffle matrix.

With this approach, it is easy to ensure that the resulting shuffle workloads always have uniform

data distribution, since each node ends up hosting the same number of keys. In addition, experiments

showed that, by tweaking the random distribution of the input keys, it is possible to produce shuffle

workloads with varying degrees of message skewness (discussed below). However, it turned out that
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Figure 5.3: Message skewness resulting from duplicate keys.

the message size distribution is affected by the initial key distribution in a rather contrived way, and

the resulting shuffle matrices are limited to very specific patterns.

The fact that the resulting message skewness can depend on the key distribution may be counter-

intuitive at first: given a fixed key range, the average number of random input keys that fall within

that range should be equal for every node, regardless of the distribution used to generate the keys.

Thus, it appears that the resulting shuffle workloads should always have uniform message distribu-

tion. However, this is only true if duplicate keys are rare (e.g., the keys are real numbers) and the

number of keys per node, M , is sufficiently large.

Figure 5.3 shows a simple example where a majority of the input keys are equal. In this particular

shuffle matrix, non-zero values are concentrated along the major diagonal and the last column. In

reality, this pattern can occur when the input keys are drawn from a heavy-head Zipfian distribution.

One caveat from the example above is that, strictly speaking, uniform data distribution doesn’t

mean that each node sends and receives the same amount of data (since nodes may keep different

amounts of data to themselves). If a majority of the data remain local during the shuffle (e.g., most

non-zero values in the matrix occur on the major diagonal), then it is not a very interesting test case

for the purpose of measuring shuffle performance. Thus, in practice, a post-processing step is added

to randomly shuffle the rows and columns of the matrix, which prevents such pathological cases.

Changing the input key distribution also changes the patterns of the shuffle matrices. For exam-

ple, if a highly skewed discrete normal distribution is used to generate the input keys instead, the

patterns will be significantly different. Further, one can even mix and match multiple distributions

to increase the variety of patterns: i.e., to generate a key, first select a distribution randomly, and

then draw from that distribution.

As a result, the message skewness produced by this approach is almost a by-product of duplicate

keys, and it can only generate shuffle matrices that have very specific patterns. While these specific

patterns are valuable corner cases in evaluating performance, it’s questionable whether they provide

a full picture of the performance faithfully.
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messages 
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1.5

Reordered preliminary messages

x-axis
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Figure 5.4: An algorithm to enforce column sums of N . The largest yellow preliminary message
crosses the boundary of the first two receiver intervals, so it is split in the resulting matrix: i.e., Node
2 will send 1.0 and 1.5 units of data to Node 0 and 1, respectively. Further, two blue preliminary
messages fall within the last receiver interval together, so they are merged into one final message in
the resulting matrix: i.e., Node 0 will send a total of 1.25 units of data to Node 3.

Despite being limited to specific patterns, this approach can actually generate shuffle workloads

that span the entire spectrum of the message skewness factor; unfortunately, this simply means that

the message skewness cannot capture all the interesting characteristics of shuffle workloads.

5.2 A more general approach

The biggest drawback of the first approach is the lack of direct control over the message size distri-

bution (the message skewness is merely a side-effect of duplicate keys). Thus, a natural idea is, why

not generate shuffle messages directly from a given random distribution?

With this idea, the process of workload generation can be divided into two steps: (i) generate

a random distribution of message sizes, and (ii) generate the shuffle matrix by sampling from that

distribution. Step one is rather straightforward, so I will discuss it later at the end of the section.

However, there is a key challenge in step two: to generate shuffles with uniform data distribution,

every row or column in the shuffle matrix must add up to N . While it is rather easy to enforce either

the row sums or the column sums, the challenge is how to enforce both of them simultaneously.

For example, to satisfy the requirement on the row sums, the shuffle matrix can be generated

one row at a time as follows. For each row, the generator keeps track of the cumulative sum of the

generated elements. If the current cumulative sum exceeds N , truncate the last generated element

and set the rest of row to 0. Or, if all elements in a row are generated and the sum is smaller than

N , increase the last element by the delta between the current sum and N . Note that there are many

other ways to enforce the row sums; another possible approach is to generate all elements in a row

first, and then scale the elements proportionally to adjust the row sum.

However, the shuffle matrix resulting from the above process cannot guarantee that every column
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adds up to N . Fortunately, motivated by the sort-based workload generator in Section 5.1, there is

a simple algorithm that adjusts the matrix elements to satisfy the column sum requirement without

changing the row sums. Thus, the input matrix of the algorithm is referred to as the preliminary

shuffle matrix, and its elements denote the preliminary message sizes.

To help explain the algorithm, imagine that the total amount of data to be received by a node is

represented by a line segment of length N , or a receiver interval, and that each preliminary message

of size s is represented by a line segment of length s. Given a preliminary matrix m where the row

sums are always N , the algorithm reconstructs a new matrix m′ where the column sums are also N

as follows:

1. Take all of the preliminary messages (each labeled with its sender) and sort them randomly

into a list.

2. Arrange the lists of preliminary messages and receiver intervals side by side.

3. Walk through the preliminary messages in order, assigning bytes to receivers based on how

many bytes have fallen within each receiver interval. Preliminary messages that span receivers

get split in two final messages, one for each receiver.

Figure 5.4 illustrates an example run of the algorithm. Note that each outgoing preliminary message

can overlap with at most two receiver intervals, and multiple preliminary messages from one sender

can overlap with the same receiver interval.

It is easy to see that the row sums in the new matrix remain unchanged, since the process above

can only change the destination node of a preliminary message, but not its source node (so the total

outgoing data of each node is still N).

One problem of the algorithm above is that the message size distribution may be distorted in the

final matrix: while the messages in m are generated from the given distribution, the message sizes

finalized in m′ could be quite different as the preliminary messages are split and/or merged in the

process. Ideally, every preliminary message resides in a distinct receiver interval, so m′ will contain

the exact same elements as m. However, this is usually not possible.

Fortunately, there is a best-effort greedy algorithm that turns out to be very effective in reducing

the distortion of the message size distribution in practice. This algorithm is inspired by the following

key idea. Suppose the values in each row of the preliminary matrix can be rearranged so that every

column also adds up to roughly N . Then traversing the resulting matrix in a column-major order will

produce a placement of preliminary messages that has the following two nice properties, when aligned

with the receiver intervals. First, there will be very little crossover with the receiver intervals, since

column sums are roughly N . Second, it is extremely unlikely that two preliminary messages from

the same sender will fall within the same receiver interval, since there are always N − 1 preliminary

messages (including empty ones) from other senders in between.
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Figure 5.5: Greedy algorithm that optimizes the placement of preliminary messages. The prelim-
inary messages are the same as Figure 5.4, but only one crosses the boundary this time.

More precisely, this greedy algorithm replaces the random shuffle in step 1 above, and decides the

order of preliminary messages in a smarter way as follows (ties are always broken randomly below):

1. Sort all preliminary messages in descending order of lengths; store the results in sorted prelim.

2. Construct an intermediate matrix m̄ where each row contains the same set of elements as the

preliminary matrix m, but in a potentially different order:

2.1. Decide how to place each preliminary message in the order of sorted prelim. If a prelim-

inary message is sent by the i-th node, then it will stay in the i-th row of m̄; further, it

will be placed in the column that currently has the maximum free space (i.e., N minus

the sum of elements already placed in that column), in order to avoid overcommitting



CHAPTER 5. WORKLOADS 83

0

1

C
um

ul
at

iv
e 

Pr
ob

ab
ilit

y

Message Size

Figure 5.6: A generated cumulative distributed function (CDF) of message sizes.

columns too much (when a column is over-committed, its free space will be negative).

2.2. Once all preliminary messages are placed in m̄, sort the columns in ascending order of

their free space, and store the results in sorted cols (i.e., overcommitted columns appear

before under-committed ones) to be used in the next step.

2.3. As an additional optimization to reduce crossovers, rearrange the order of columns in m̄

to place over- and under-committed columns next to each other, with the hope that their

negative and positive free spaces would cancel out each other: i.e., when finalizing the

order of columns from left to right, always select either the head or tail of sorted cols,

whichever minimizes the absolute value of the cumulative column free space (the chosen

column is removed from sorted cols afterwards).

3. Output the final placement of preliminary messages by traversing m̄ in column-major order;

in addition, rearrange the receiver intervals to match the order of columns in m̄.

Figure 5.5 illustrates the greedy algorithm using the same example as Figure 5.4.

So far, I have shown how to compute shuffle matrices, given a random distribution of message

sizes. Now the only problem left is how to create random distributions that cover a variety of means

and standard deviations. Since the row sums of the shuffle matrix are N , each distribution can be

represented as a CDF where the maximum x value is also N . Thus, a CDF of the message size can

be generated in two steps:

1. Select n values uniformly at random on both the x-axis and y-axis, xi and yi (1 ≤ i ≤ n), then

sort the values so that 0 < x1 < x2 < ... < xn < N and 0 < y1 < y2 < ... < yn < 1.
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2. Connect the following points, (0, 0), (x1, y1), (x2, y2), ..., (xn, yn), (N, 1.0), sequentially using a

stepped line (or some curve) to finish the CDF.

Figure 5.6 shows an example CDF generated with this approach. There are certainly other ways to

generate the CDF of message size, and I have no concrete evidence whether this approach is better

(or worse) than others; I chose this approach because it’s simple and proves to be effective.

In practice, this algorithm is run repeatedly with varying values of n, and the generated CDFs

are classified into different buckets based on the means and standard deviations as follows: (i) divide

the ranges of means and standard deviations into fixed-size intervals, and (ii) assign each bucket an

interval of means and an interval of standard deviations. This process terminates once every bucket

contains at least some minimum number of CDFs. Figure 5.7 shows a number of example random

CDFs output by this process.

Our experiments show that this more sophisticated approach can also cover the entire spectrum

of the message skewness. Compared to the sort-based workload generator, this workload generator

has much better control over the message size distribution, and it can generate many shuffle patterns

that are not possible with the former approach. However, the sort-based workload generator is still

valuable, since it can generate corner test cases where different rows/columns have vastly different

message skewness. Such workloads are highly unlikely to be generated with the latter approach,

since it always samples message sizes from the same CDF for each shuffle matrix; even if it uses a

different CDF per row, the probability to generate those corner cases is still extremely low.

5.3 Limitations

The biggest concern of the current workload generators is that the notion of message skewness cannot

fully capture the characteristics of shuffles. For instance, even though both generators presented in

this chapter can cover the entire spectrum of the message skewness, the workloads generated from

them are visibly different even when they have the same message skewness. As a result, before

inventing any new workload generators, it is crucial to come up with new metrics that can capture

the other interesting aspects of shuffles; otherwise, it is not even possible to properly evaluate the

expressiveness of any new workload generators.

One other possible interesting aspect of shuffles is the degree of node connectivity, or how many

(non-zero) messages a node needs to send or receive. For instance, for shuffles used in data analytics

(e.g., distributed sorts and joins), every node will likely need to communicate with every other node.

In contrary, shuffles that appear in fluid simulations probably have much lower connectivity, since

each node only needs to exchange data with other nodes that hold its neighboring data partitions.

In addition, the irregularity in connectivity patterns could be interesting as well. For example, in

graph analytics, if the degrees of nodes vary dramatically (e.g., in social graphs), then the resulting

shuffles will have highly irregular connectivity patterns (partitions that contain “hotspot” nodes will
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likely send more messages and/or data than others). Although the sort-based workload generator

can already produce matrices with irregular rows and columns, this approach is far from satisfying

as mentioned before.

It is not yet clear how many other interesting aspects of shuffles exist, whether they will impact

the current protocol design, or how to design new workload generators to cover them. They are left

for future work.
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Figure 5.7: Some example random CDFs of messages sizes ordered by their means and standard
deviations (i.e., µ and σ). N = 103. µ increases from top to down in each column, and σ increases
from left to right in each row. In each graph, the red curve denotes the cumulative probability, and
the blue shaded areas denote the probability density function. The x-axis is log-scale.



Chapter 6

Evaluation

This chapter evaluates the shuffle protocol described in Chapter 3 via network simulations. From

now on, this protocol will be referred to as the GRPF algorithm, for lack of a better name 1. My

goal was to answer the following questions:

• Does the GRPF algorithm provide near-optimal performance for all kinds of workloads and

under various conditions?

• How does the GRPF algorithm compare to existing approaches?

• How important are the various mechanisms of the GRPF algorithm to its performance?

The following configurations are fixed for all simulations in this chapter. The link speed of each

node is 25 Gbps. A full data packet is 1500 bytes, so a timestep in simulation is roughly 0.5µs.

Within a single rack, the round-trip time between nodes is 8 timesteps (or 4µs); if two nodes are

in different racks, then the round-trip time increases to 16 timesteps (or 8µs). Finally, the cluster

has an idealized two-level fat tree topology where each rack contains a total of 40 nodes (the over-

subscription factor varies depending on the experiments).

Also note that the workloads used in all simulations are generated with the more general approach

in Section 5.2; the results with the sort-based workload generator (Section 5.1) are more or less similar

and thus omitted from this chapter.

The evaluation will focus on three algorithms. The first one is the GRPF algorithm, which is

the major contribution of this dissertation; it uses an overcommitment level of 10 by default. The

other two are the Hadoop and MADD algorithms; they are implemented (with slight adaptation)

in the simulator based on the descriptions in Chowdhury et al. [14, 15]. I did not include the WSS

algorithm because this would require simulating a full-fledged network transport to be used by WSS.

Lockstep-style algorithms are too fragile and thus omitted here.

1Note that GRPF is a local policy used in the ensemble-wide scheduling of end hosts; it’s just a small piece of the
complete protocol.

87
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The primary goal of the Hadoop algorithm is to achieve fair bandwidth sharing; in addition, it

limits the maximum number of concurrent connections a receiver can open to prevent large incast.

A common way to implement this algorithm is to have each receiver open multiple TCP connections

to random senders to receive data from, then the receivers can rely on TCP to achieve fair sharing

among the incoming flows. However, this approach requires a faithful implementation of TCP, which

is too complicated and beyond the scope of this work. Thus, I decided to implement the algorithm

in a simpler receiver-driven scheme: each receiver randomly selects a fixed number of messages to

grant (it will not grant to other messages until one of these messages is fully granted), and it employs

a constant sliding window size of RTTpackets per message (unlike the GRPF algorithm, there is no

need to enforce a limit on the maximum outstanding grants per receiver separately). On the sender-

side, a round-robin policy is used to share uplink bandwidth evenly across outgoing messages: when

it is time to send the next data packet, the sender will choose the least recently transmitted message

that have grants available. The result is an implementation that achieves the max-min fair sharing

policy (for the same reason why pro rata sliding windows implement weighted max-min fair sharing

(c.f. Theorem 3.1.1); I believe this adaptation of the original TCP-based Hadoop algorithm will

provide a more meaningful assessment of the fair-sharing scheme. For simplicity, I will still refer to

it as the Hadoop algorithm in the evaluation1.

The MADD algorithm, on the other hand, is implemented verbatim by explicitly computing the

optimal sending rate for each message at the beginning of shuffle. Note that MADD is not applicable

to flash bursts in practice due to its more centralized nature (this is not a problem in simulation),

and it needs to know the underlying network topology a priori in the case of limited core bandwidth.

The rest of the chapter is organized as follows. First, Section 6.1 evaluates the various algorithms

under an ideal environment. Then, for non-ideal environments, I considered two cases: (i) application

preemption due to competing workloads (Section 6.2) and (ii) limited core bandwidth (Section 6.3).

The evaluation of bandwidth variation in the network is left to future work; my hypothesis is that

this is less challenging than the case of limited core bandwidth, especially if the bandwidth variation

follows the same pattern for all links.

6.1 Ideal environment

In an ideal environment, there is no interference from competing workloads, and the network has full

bisection bandwidth. There are two major goals of this section. First, it evaluates the performance

of various algorithms operating under an ideal environment. Second, it evaluates the performance

benefits of individual mechanisms employed by the GRPF algorithm by starting with a näıve receiver-

driven protocol and gradually transforming it into the full-fledged GRPF algorithm.

1The “high-entropy” approach (Section 2.4.1) used by MilliSort is close to the Hadoop algorithm with an unlimited
number of concurrent connections; the major difference is that it applies randomization instead of fair sharing when
scheduling messages.
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(a) 4x40 nodes (b) 8x40 nodes

Figure 6.1: Shuffle throughput of different algorithms as a function of message skewness. The two
graphs simulate a total of 4 and 8 racks, respectively (each rack has 40 nodes). The average message
size is 16 full packets (the optimal completion time in the right graph is about 2.46 ms). Each curve
denotes a different algorithm (Hadoop-C means each receiver can have at most C incoming messages
concurrently). The experiment runs 100 simulations for each value of x. The solid lines indicate the
median throughput, while the shaded regions indicate the 10th and 90th percentiles.

First and foremost, it’s worth noting that all experiments in this chapter use throughput to

measure the shuffle performance. More precisely, the throughput of a shuffle is defined as the total

bytes transmitted over the shuffle divided by the number of nodes and the time to receive the last

message: i.e., total data bytes
num nodes×time to recv last msg (it’s neither the average throughput of individual nodes

nor the throughput of the slowest node).

Figure 6.1 shows a performance overview of the various algorithms of interest. MADD can achieve

25 Gbps easily regardless of the message skewess (the blue curve is barely visible at the top of the

graph); this is expected because its optimality has been formally proved. The GRPF algorithm is also

extremely close to the maximum throughput (the orange curve is almost indistinguishable from the

blue one), as it’s able to enforce the pro rata rate allocation almost perfectly; later experiments will

show how various pieces of the algorithm are combined to achieve this in a synergistic way. Finally,

no configuration of the Hadoop algorithm is able to achieve satisfying performance; Hadoop-5, the

configuration used for evaluation in Chowdhury et al. [14], leaves 20–30% of the throughput on the

table for a wide range of message skewness up to 0.7. On a side note, the Hadoop curves have some

significant spikes occasionally. This is because the shuffle workload generator sometimes produces

patterns with very few non-zero messages for these message skewness, and these patterns are much

easier to schedule (thus, the sudden increase in throughput).

Finally, it’s worth noting that the notations here will be used repeatedly in the rest of the chapter.
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Figure 6.2: Aggregate uplink bandwidth utilization as a function of time (normalized to a value
of 1.0 for the optimal completion time). From left to right, the experiments were run with message
skewness 0.05, 0.50, and 0.95, respectively. All experiments simulate a total of 160 nodes.

Thus, unless said otherwise, when an experiment needs to show the shuffle throughput as a function

of message skewness, it will run at least 100 simulations for each message skewness and denote the

10th, 50th, and 90th percentiles in the same way as Figure 6.1.

6.1.1 Problems of the Hadoop algorithm

The biggest problem of any fair-sharing scheme such as the Hadoop algorithm is that senders with

fewer numbers of active outgoing messages often have to under-utilize their uplink bandwidth. For

example, when each receiver grants to 5 random senders, some senders will be granted fewer than

5 messages due to randomness. If a sender happens to be granted only one message, then there is

a high chance that this sender will have to waste 80% of its uplink bandwidth because the receiver

has to allocate its downlink bandwidth evenly across its 5 incoming messages (the sender may only

receive more than 20% of the downlink bandwidth if some other senders of this receiver decide not

to use up their quota). As C, the number of concurrent incoming messages per receiver, increases,

the probability for a sender to be granted significantly fewer messages than C decreases, and thus

the average bandwidth wastage of the most unlucky sender also drops.

In order to better visualize the problem, Figure 6.2 picks three workloads with low, medium, and

high message skewness, respectively, from the 160-node experiment and shows the aggregate uplink

utilization as a function of time. Although the aggregate uplink bandwidth improves consistently as

C increases from 3 to 20, especially for the cases of low and medium message skewness, the return of

increasing C diminishes very quickly. As shown in Figure 6.1, even with C = 1000, the performance

is still far from optimal in most cases; in fact, Hadoop-1000 only outperforms Hadoop-20 for very

low message skewness and has either the same or worse throughput than Hadoop-20 in other cases.

The middle graph of Figure 6.2 provides some insights into the limit of increasing C. While the
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Figure 6.3: Fraction of messages completed as a function of time. The data are collected from the
same experiment as the middle graph of Figure 6.2 (i.e., the message skewness is 0.50).

aggregate uplink utilization of Hadoop-1000 starts up as the highest among all configurations, it

quickly drops to about 72%, which is even worse than Hadoop-3, before it gradually goes up again;

the net result is that the completion time of Hadoop-1000 is still roughly the same as Hadoop-10.

Further investigation reveals that the rapid drop in aggregate uplink utilization is caused by

a combination of two factors. First, when C is larger than the size of the cluster, every receiver

grants to all senders simultaneously, and the fair-sharing policy will complete small messages early

in the shuffle. Figure 6.3 shows that Hadoop-1000 completes roughly 70% of the messages in less

than 1
5 of the total shuffle time (this also implies that 70% of the messages are rather small in this

workload). Thus, the actual numbers of incoming and outgoing messages currently being granted

at a node will soon be limited by the number of unfinished messages. Second, it turns out that

the shuffle patterns produced by the workload generator has the following characteristic at medium

message skewness: once the small messages complete, the numbers of remaining messages at receivers

vary significantly across nodes, while the numbers of remaining messages at senders are much more

uniform. Figure 6.4 clearly shows this pattern: e.g., consider the Hadoop curves at time equals 0.25,

the number of remaining messages at receivers ranges from 5 to 95, while the number of remaining

messages at senders is between 20 and 55. This pattern is especially challenging to the fair-sharing

policy: receivers that have fewer messages left often end up under-utilizing their downlink bandwidth,

since their senders often have to allocate uplink bandwidth across much larger numbers of remaining

outgoing messages; conversely, receivers that have larger numbers of messages left often cannot grant

fast enough to keep all of their senders busy simultaneously. Thus, while the network utilization of
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(a) Incoming messages at receivers.
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(b) Outgoing messages at senders.

Figure 6.4: Numbers of incoming (outgoing) messages currently being granted at different nodes
as a function of time (the solid lines denote the median; the shaded regions denote the min and max
values). The data are obtained from the same experiment as the middle graph of Figure 6.2 (i.e.,
the message skewness is 0.50).

Hadoop-1000 in the middle graph of Figure 6.2 achieves 100% in the beginning, thanks to the initial

RTTpackets grants per message, it drops significantly once more under-granted senders start to run

out of grants. Note that over time, as more messages complete (i.e., only large messages are left),

the shuffle pattern becomes less pathological for the fair-sharing policy, and the network utilization

starts to rise again; intuitively, the impact of C decreases with the number of remaining messages,

so different curves in the middle graph of Figure 6.2 gradually converge towards the end of shuffle.

6.1.2 Scheduling policy

In order to evaluate the various features of the GRPF algorithm independently, a simplistic receiver-

driven protocol will be used as the baseline, and then each of the following sections will add back

one mechanism at a time.

The baseline protocol is extremely simple and agnostic to scheduling policies. In each timestep,

each sender scans its outgoing messages that have grants available and selects the next message to

transmit based on some policy (e.g., GRPF). Further, senders are not allowed to transmit any data

without first receiving grants from receivers (i.e., no unscheduled packets). The receivers apply the

same policy in deciding which messages to grant next. Each receiver can send out more than one

grant in each timestep, and it always attempts to maintain a total of one RTT worth of outstanding

grants (i.e., no overcommitment) across all its incoming messages. Each message also has a constant
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grant window limit of RTTpackets; however, this limit has no effect in the baseline protocol because

the maximum total outstanding grants of a receiver is also RTTpackets. Thus, the receiver must

always grant to the top RTT worth of incoming packets (as determined by the scheduling policy);

unlike the full-fledged algorithm, it cannot direct its grants elsewhere even if its top-priority senders

decide to transmit to someone else. Finally, grants are transmitted with the same network priority

level as data packets.

The rest of this section evaluates the choice of the scheduling policy; Section 6.1.3 overcommits

the receiver downlinks to reduce the likelihood of running out of grants at senders; Section 6.1.4 adds

per-message pro rata grant window limit to solve the performance regression due to overcommitment

(and discusses why network priority is not necessary in an ideal environment); finally, Section 6.1.5

analyzes how randomization in the scheduling policy can be used to mitigate performance drops due

to micro-incasts.

Two more scheduling policies are of interest in addition to GRPF. First, SRPT (shortest remain-

ing processing time first) is a well-known policy that provides near-optimal average message latency.

An SRPT sender prioritizes packets from messages with the fewest bytes remaining to transmit, and

an SRPT receiver prioritizes grants to messages with the fewest bytes remaining to receive. Second,

GRPT (greatest remaining processing time first) is the exact opposite of SRPT, which always favors

messages with the most bytes remaining to transmit or receive. In contrast to GRPF, GRPT is only

concerned with the absolute remaining sizes of messages, as opposed to the relative remaining sizes

(i.e., the remaining fractions). In fact, GRPT was the policy of choice in the initial design because

it handles straggler messages much better than SRPT.

Figure 6.5a shows the performance of the baseline protocol with different choices of the scheduling

policies. It is not surprising that SRPT has the worst performance out of the three policies, since it

optimizes for the completion times of individual messages, as opposed to the completion time of the

last message in the shuffle. More specifically, SRPT often fails to achieve high network utilization

for two reasons. First, SRPT may lead to mismatched priorities between senders and receivers: the

shortest incoming message of a receiver is not necessary the shortest outgoing message of its sender.

When a mismatch occurs, the receiver’s downlink bandwidth is wasted. Correspondingly, this is also

problematic on the sender side: if all the outgoing messages of a sender are large, then it may not

receive grants from the receivers until much later. Second, to make things worse, since the baseline

protocol doesn’t limit the number of grants that can be issued to a message, SRPT receivers will

enforce a grant-to-completion behavior on the shortest messages, which produces a more persistent

mismatch between senders and receivers.

GRPT outperforms SRPT in all cases but it still leaves significant performance on the table.

Unlike SRPT, GRPT doesn’t enforce a run-to-completion behavior; quite the opposite, GRPT will

eventually degenerate to round robin when the remaining parts of all messages are equally long. In

practice, this means a GRPT receiver usually only grants to a small subset of the incoming messages
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(b) Overcommitment + network priorities

Figure 6.5: (a) shows the shuffle throughput of three different scheduling policies as a function of
time. (b) adds an overcommitment level of 10 to all three baseline protocols and assigns grants a
higher network priority than data packets. All experiments simulate a total of 160 nodes.

in the early stage of shuffle, and then it gradually includes more incoming messages in its active set

when more messages become equally long. While this behavior is more desirable than SRPT, there

is no guarantee that GRPT will be able to fully utilize the network eventually. For example, the

aggregate downlink utilization of GRPT in the left graph of Figure 6.6a never surpasses 85%. This

is because, with a message skewness of 0.25, nodes will have very different numbers of non-empty

messages; as discussed in Section 6.1.1, the round robin (fair-sharing) policy can waste significant

bandwidth in this case. Finally, GRPT does not solve the problem of mismatched priorities between

senders and receivers: the longest incoming message of a receiver is not necessary the longest outgoing

message of its sender. As a result, GRPT is strictly inferior to GRPF.

Although GRPF has the best performance out of the three policies, the resulting baseline protocol

is still far from optimal. There are two main observations from the left graph of Figure 6.6a: (i) the

maximum network utilization is still capped at around 90%, and (ii) the network utilization suffers

from periodic sudden drops over the course of shuffle. They will be discussed below in Section 6.1.3

and 6.1.5, respectively.

To better visualize the behaviors of the different policies, Figure 6.6a further measures the frac-

tions of started and completed messages as a function of time for all three policies using the same

workload. The two green curves of SRPT in the middle and right graphs have very similar shapes

(both rise rapidly early in the shuffle), which confirms the run-to-completion behavior of SRPT.
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(b) Overcommitment + network priorities

Figure 6.6: Behaviors of different protocols for a specific workload with a message skewness of 0.25.
The two rows correspond to the two different protocol configurations in Figure 6.5, respectively. The
left graph of each row shows the aggregate downlink utilization as a function of (normalized) time.
The right graph of each row shows the fractions of messages started (in solid lines) and completed
(in dashed lines) as a function of (normalized) time.
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The orange curve of GRPT in the middle shows that GRPT senders are working on a small set of

outgoing messages early in the shuffle (less than 20% of the messages have been selected for trans-

mission at t = 0.50). GRPT also has much fewer straggler messages than SRPT (almost all messages

complete at around t = 1.25), but it wastes too much bandwidth compared to GRPF. Finally, the

blue curves of GRPF exhibit a rather desirable behavior: all messages are eligible for transmission

from the very start, yet, unlike SRPT, the majority of them will remain unfinished until the end of

shuffle (a small caveat here is that GRPF finishes single-packet messages much earlier than GRPT

because they have the same scheduling priority as other messages at the beginning of shuffle; this is

a relatively small issue, and it will be addressed by randomization in Section 6.1.5 below).

One drawback of the analysis above is that it ignores the impacts other design features might

have on the scheduling policy. It is possible that the lack of certain features in the baseline protocols

creates more problems for GRPT and SRPT than GRPF. For example, Homa [69] has shown that it

can easily sustain 80–90% network load for several common workloads in datacenters despite using

SRPT. Thus, in order to conduct a fair comparison, Figure 6.5b reruns the experiments after adding

overcommitment to all three policies and assigning grants a higher priority than data packets (this is

probably not the best possible configuration for GRPT and SRPT, but a reasonable one nonetheless).

Further, Figure 6.6b shows the behaviors of different policies for a specific workload with a message

skewness of 0.25 with the new configuration. While the use of overcommitment and network priorities

improves the aggregate network utilization of GRPT and SRPT effectively, the conclusion from the

previous analysis remains true; in particular, the shapes of the curves in the middle and rightmost

graphs of Figure 6.6b are almost the same as those in Figure 6.6a.

6.1.3 Overcommit

Further investigation reveals that the throughput of GRPF in Figure 6.5a is limited by the number

of outstanding grants. After all, one RTT worth of outstanding grants is barely enough to cover the

communication latency between senders and receivers in the ideal case. As a result, a sender has to

waste its uplink bandwidth whenever a grant is delayed, or when its receivers decide to favor other

senders simultaneously.

Thus, the next step is to enable overcommitment in the protocol. Figure 6.7a shows the perfor-

mance of various degrees of overcommitment, and the results turn out to be mixed. At low message

skewness, overcommitment improves the shuffle throughput significantly. However, as the message

skewness increases, the benefit of overcommitment drops and even becomes negative eventually; at

which point, the more the receivers overcommit, the worse the performance becomes.

The performance regression resulting from overcommitment is an interesting secondary effect of

the increased buffer buildups at the ToR switches. Overcommitment essentially grants senders more

freedom in allocating their uplink bandwidth. Thus, if a sender decides to transmit a message at

a higher rate than the receiver desires (i.e., there is a discrepancy between the scheduling decisions
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Figure 6.7: Performance impact of overcommitment. NoOverCommit is the same as GRPF in Fig-
ure 6.5a. OverCommitN allows each receiver to have a maximum of N RTT worth of outstanding
grants. OverCommitN+Prio is similar to OverCommitN except that it assigns grants a higher network
priority than data packets.

made on two sides of the message), the total incoming data rate can exceed the downlink capacity

of the receiver temporarily and build up a queue at the switch. Now all packets (including grants)

destined to the receiver will suffer a queuing delay; if the grants are delayed for too long, then the

colocated sender of the congested receiver will be starved of grants and waste uplink bandwidth. As

a side note, the regression is more severe at high message skewness. This is because it is more likely

to have nodes that send much less data than others at higher message skewness (recall that uniform

data distribution doesn’t entail the exact same amount of outgoing data for every node due to the

existence of local data; Section 5.1); with GRPF, these senders usually end up sending data faster

than the receivers desire and cause more buffer buildups.

This problem is responsible for most of the performance regression. A simple strawman solution

is to eliminate the queuing delay of grants completely by assigning them a higher network priority

than data packets, and it’s quite effective as displayed in Figure 6.7b; this figure also shows that an

overcommitment level of two is sufficient in an ideal environment. However, the use of the in-network

priority may limit the applicability of the algorithm in certain environments. Fortunately, there is a

better solution, pro rata grant window limit, which is essential to the full-fledged algorithm anyway.
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Figure 6.8: Performance gains of pro rata grant window limit and randomization. ConstGrWndLim
is the same as OverCommit10 in Figure 6.7a. ProRataGrWndLim applies pro rata grant window limit
on top of OverCommit10, and then ProRataGrWndLim+Rand further adds randomization in the GRPF
policy. No network priority is used in any of these experiments. The results of other overcommitment
levels are similar, so they are omitted here (similar to Figure 6.7b, overcommitment beyond 2x makes
almost no difference for shuffles running in an ideal environment).

6.1.4 Pro rata grant window limit

So far each message has a fixed grant window limit of RTTpackets that is independent from the

total outstanding grants of a receiver. As discussed in Section 3.1.6, a constant grant window limit

cannot uphold the pro rata rate allocation scheme when one or more messages are being transmitted

faster than they are expected by the receiver; these messages will end up consuming more donwlink

bandwidth than they should. Pro rata grant window limit solves this problem by scaling the per-

message grant window limit with both the message length and the degree of overcommitment.

A pleasant side effect of pro rata grant window limit is that it solves the performance regression

resulting from overcommitment in the previous section elegantly without using in-network priority.

Figure 6.8 shows that it achieves the same level of performance as OverCommit10+Prio in Figure 6.7b.

This is possible because the buffer buildups at the ToR switches and the total incoming grants of

individual senders now increase together with the degree of overcommitment. For example, when a

receiver increases its maximum outstanding grants by RTTpackets (i.e., overcommits the downlink
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Figure 6.9: Aggregate uplink bandwidth utilization of three specific workloads before and after
applying randomization. From left to right, the workloads have message skewness 0.05, 0.25, and
0.50, respectively. NoRand is the same as ProRataGrWndLim in Figure 6.8. Note that the y-axes on
these graphs are not zero-based.

by 2x), the worst-case queue length in front of its downlink also increases by RTTpackets (i.e., any

incoming grant can be delayed by at most RTT at the ToR). In the meantime, consider the sender

that colocates with this receiver, its total incoming grants also increases by RTTpackets, so it can

tolerate RTTpackets grants being queued in the network without running out of grants. As a result,

the senders are able to fully utilize their uplinks regardless of the degree of overcommitment.

6.1.5 Randomization

To understand why the current protocol is still not achieving 25 Gbps, Figure 6.9 picks three specific

workloads and plots the aggregate uplink utilization as a function of time. Similar to the leftmost

graph of Figure 6.6a, periodic drops in network utilization occurred over the course of shuffle.

Detailed analysis of packet traces reveals that the periodic drops can be attributed to the naive

deterministic implementation of GRPF. As discussed in Chapter 3, when two incoming messages are

of the same size, corresponding packets from the messages will also be assigned the same scheduling

priority. Further, when two incoming packets have the same scheduling priority, they will likely be

sent to the receiver at roughly the same time. Thus, if many messages are of the same sizes, then

periodic incasts will be inevitable; these incasts are very bursty in nature, so I refer to them as

micro-incasts. As a result of the incast, some other receivers will waste downlink bandwidth, and

the senders of the incast will not be able to receive grants in time later (the target receiver of the

incast cannot receive the packets fast enough to send back grants).

Randomization solves this problem by picking a random offset within each packet and using that

offset to compute the corresponding scheduling priority (i.e., sched priority = 1− rand offset
message len ). This

simple trick eliminates almost all micro-incasts. Figure 6.8 shows that the resulting throughput is

very close to the line rate of 25 Gbps.
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Figure 6.10: Performance impact of unscheduled packets. ProRataUnschedPkts enforces one
RTT worth of unscheduled packets for each sender and allocates them among each sender’s outgoing
messages pro rata. ConstUnschedPkts allows the first RTTbytes of each message to be unscheduled.
Note that this experiment simulates a smaller cluster of 40 nodes; the average message size is still
16 packets.

6.1.6 Pro rata unscheduled packets

The protocol so far is already near-optimal for relatively long-running shuffles. However, for lower-

latency shuffles that have less data per node, it would be nice for each sender to be able to transmit

some data unilaterally. There are two ways to configure the amount of unscheduled packets. One is

to make the first RTTbytes of each message unscheduled like Homa [69]; the other is for each sender

to enforce a total of one RTT worth of unscheduled packets, and allocate them across its outgoing

messages in proportion to the message lengths.

Figure 6.10 shows the performance of the two approaches. In order to better display the differ-

ence, this experiment reduces the cluster size to 40 nodes. The pro rata approach is able to improve

the performance consistently without any regression; its performance benefit will be more significant

if the amount of data per node is even smaller. On the other hand, one RTTbytes unscheduled traffic

per message is way too aggressive for the receivers to enforce their pro rata rate allocation scheme

accurately; this results in up to 15% performance loss at the 90th percentile.
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6.1.7 Network priority

As discussed in Section 6.1.4, the GRPF algorithm can achieve near-optimal performance in an ideal

environment without in-network priority. However, when buffer buildups become more significant in

the network (e.g., Section 6.3), allowing grants to bypass packet queues in the switches will become

essential to achieving optimal performance.

In practice, enabling the support for in-network priority at the edge of the network (i.e., output

ports directly connected to the end hosts) is easier than at the core when the end hosts are dedicated

to a single user, since modifying the configuration of these ports will only affect traffic pertaining to

that user. This configuration is enough until Section 6.3, where I will show why in-network priority

must also be enabled in the network core for best performance.

6.2 Application preemption

In order to improve hardware utilization, datacenter operators often multiplex CPU cores between

different applications. Thus, I expect the shuffle algorithm to be perturbed by application preemption

frequently. In the simulation, when the shuffle application running on a node is preempted, it has to

stop sending or receiving any packets until it’s scheduled again. Note that this won’t stop the kernel

networking stack or the NIC, so incoming packets will continue to be received in the host memory

in the meantime.

As a result, application preemption doesn’t affect the downlink utilization of a receiver directly.

Further, recall that the simulator assumes the application can process incoming packets much faster

than the line rate of the NIC, so a receiver will be able to catch up on the incoming grants quickly

after being rescheduled and then saturate its uplink. Thus, the only impacts of preemption are (i)

senders have to stop sending data packets, and (ii) receivers have to stop issuing grants; both of

which cause under-utilization of the senders’ uplinks.

The first issue might be addressed by having each sender queue some extra outgoing packets in

the NIC to keep the uplink busy, but the current simulator has not implemented this solution yet;

this is left for future work. Thus, the only issue in dealing with preemption here is how to keep the

non-preempted senders as busy as possible when some receivers fail to respond.

6.2.1 Baseline performance

The observation above also suggests that one can obtain a near-optimal baseline performance via

the MADD algorithm (or the GRPF algorithm with an infinitely large overcommitment), since

MADD senders don’t need grants at all (they simply transmit data from messages at preset rates

as long as they are scheduled). Figure 6.11 shows the shuffle throughput of MADD under varying

average lengths of the preemption intervals. When the average preemption interval is small, the
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Figure 6.11: Baseline shuffle throughput (from running MADD) as a function of message skewness.
The experiment simulates a total of 40 nodes under one ToR switch. Each curve denotes a different
average length of the preemption intervals, measured in multiples of the round-trip time: e.g., the
largest average preemption interval is 20 RTTs (the RTT within a rack is 8 timesteps). On average,
each node will be preempted 50% of the time during simulation; the length of the preemption interval
follows a normal distribution whose standard deviation is 1

4 of the mean value. To reduce noise in
measurements, the average message size is set to 400 full packets, so the optimal shuffle time without
preemption is roughly 100x of the maximum average preemption interval.

shuffle throughput is very close to 12.5 Gbps, since each node is preempted roughly 50% of the time.

However, as the average preemption interval becomes larger, the throughput decreases slightly. This

is because the preemption schedule is generated randomly, and some nodes happen to be preempted

slightly more than others. The gap between the curves will narrow if the simulation runs longer

(i.e., with a larger average message size).

In order to confirm that the baseline numbers are indeed near-optimal, I also derive a theoretical

upper bound on performance with three oracles. Each oracle takes as input the preemption schedule

of each node during the simulation and computes some lower bounds on the shuffle completion time

from the perspectives of individual senders, receivers, or messages; the greatest lower bound is then

used to compute an upper bound on the shuffle throughput. The first oracle computes the minimum

time for each node to transmit all its data assuming unlimited grants. The second oracle computes

the minimum time for each node to receive all its data assuming no other receiver exists in the
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Figure 6.12: Optimality of the baseline throughput in Figure 6.11 as a function of message skew-
ness. Optimality is defined as the ratio between the baseline throughput and the theoretical upper-
bound derived from the oracles. Each curve denotes a different average length of the preemption
intervals, measured in multiples of the round-trip time. Note that the y-axis is not zero-based.

system. The third oracle computes the minimum time for each message to finish assuming no other

message exists in the system. For simplicity, the oracles omit the network latency in all computation.

Figure 6.12 shows the ratio between the baseline throughput and the theoretical upper bound.

The baseline throughput is within 1.5% of the upper bound at the median, and no more than 5% in

most cases. In addition, my hypothesis is that the baseline performance is actually even closer to the

optimal than it appears, since the current throughput upper bound is not tight: there is no guarantee

that the individual lower bounds on the shuffle completion time can be achieved simultaneously, so

the maximum throughput is likely over-estimated. Designing a perfect oracle seems non-trivial, so

the baseline throughput from running MADD will be used for comparison in the rest of the section.

6.2.2 Overcommitment and bandwidth redirection

Unfortunately, the performance achieved by MADD (or GRPF with infinite overcommitment) is not

very meaningful, since transmitting data blindly from the senders can easily lead to buffer overflows

in general. In practice, when a receiver becomes unresponsive, the sender has no way to tell whether

this is because the network is congested or the receiver has been preempted. In the former situation,
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Figure 6.13: Shuffle throughput of the GRPF algorithm, with an overcommitment level of 10, as
a function of message skewness. Same as Figure 6.11, each curve denotes a different average length
of the preemption intervals, measured in multiples of the round-trip time.

it’s a bad idea to continue sending to this receiver, since it will exacerbate the queue buildup at

the congestion point. As a result, a practical implementation of the MADD algorithm must employ

other mechanisms to avoid buffer overflow, which makes it impossible to stick to its precomputed

sending rates.

Figure 6.13 shows the shuffle throughput of the GRPF algorithm with an overcommitment level

of 10. At low to medium message skewness, there is no performance loss compared to the baselines

in Figure 6.11. However, as the message skewness increases, the performance starts to drop; in the

worst case, the performance loss can be more than 25% (from 10.5 Gbps to 7.5 Gbps at the highest

message skewess and with an average preemption interval of 20 RTTs). The GRPF algorithm can

keep up with the baseline throughput at lower message skewness because the protocol allows a sender

to redirect its bandwidth elsewhere to keep its uplink busy when a receiver is not responding (and

after all its overcommitted grants are exhausted). Unfortunately, as the message skewness increases,

the number of non-empty messages quickly drops, so the benefit of bandwidth redirection diminishes:

it becomes increasingly hard for a sender to find an active receiver to absorb its unused bandwidth,

especially at a later stage of the shuffle when more messages are completed.
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(a) Time for which the straggler is preempted.
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(b) Time for which the straggler has no grant avail.

Figure 6.14: Two factors responsible for uplink under-utilization of the slowest sender (i.e., the
straggler). Each curve denotes a different average length of the preemption intervals, in multiples of
the RTT. The y values of both graphs are normalized so that a value of 0.5 is the minimum time to
finish the shuffle without preemption (and a value of 1.0 if nodes are preempted 50% of the time).

Figure 6.14 measures the bandwidth wastage of the slowest sender in the shuffle that is caused

by preemption and the lack of grants, respectively. When the average preemption interval is smaller

than 5 RTTs, the normalized preemption time of the slowest sender is only slightly above 0.5, and

the slowest sender almost never runs out of grants. However, for larger average preemption intervals,

the slowest sender starts to spend more time waiting for grants as the the message skewness increases

(fewer receivers exist to direct the bandwidth to); in addition, since the slowest sender takes longer

time to complete, it also experiences more preemption.

Figure 6.15 further investigates the benefit of bandwidth redirection by fixing an average preemp-

tion interval of 20 RTTs and limiting the degree of bandwidth redirection as follows. Recall that, on

the sender-side, each GRPF sender computes a packet schedule that contains all outgoing packets in

descending order of their scheduling priorities. Usually the sender will pick the first unsent packet in

the schedule to transmit; however, when that packet is destined to a receiver that is not responding,

the sender may have to search deeper in the list to find the first packet that has been granted. The

distance between the chosen packet and the first unsent packet provides a way to define the degree

of bandwidth redirection. By limiting how far the sender can search down the schedule for the next

packet, Figure 6.15 illustrates that a large degree of bandwidth redirection is indeed essential to

achieving performance on a par with the baselines at low to medium message skewness.

In general, the larger the degree of overcommitment, the longer preemption intervals senders can
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Figure 6.15: Performance gains of sender-side bandwidth redirection. The label of each curve shows
the maximum distance permitted, in multiples of RTTpackets, between the first unsent packet and
the next packet to send: e.g., the blue curve sets a maximum distance of 125×8 = 1000. The average
length of the preemption interval is set to 20 RTTs, same as the bottom curve in Figure 6.13.

withstand without wasting uplink bandwidth. This is because a larger degree of overcommitment

provides more grants for the sender to burn through; if the preempted receiver can be rescheduled in

time to replenish the grants at the sender, the sender will never have to redirect (or, worse, waste)

its bandwidth. Figure 6.16 fixes the average length of the preemption interval and varies the degree

of overcommitment instead. This experiment shows that increasing the degree of overcommitment

improves the shuffle throughput at medium to high message skewness, although the return is di-

minishing. When the degree of overcommitment becomes twice as large as the average preemption

interval, the GRPF algorithm reaches roughly the same level of performance as MADD. In practice,

such a large degree of overcommitment is probably infeasible due to the high risk of buffer overflow;

this is especially true when there is competing traffic in the background or the network has limited

core bandwidth. Fortunately, highly skewed workloads are likely less common in practice.

The performance of the Hadoop algorithm is less interesting. Figure 6.17 shows the throughput

with various average lengths of the preemption intervals. Compared to Figure 6.13, the performance

of Hadoop-10 is always worse than GRPF with an overcommitment level of 10 (the trends of the

curves are similar though). In the worst case, the throughput of Hadoop-10 is lower than GRPF

by almost 1
3 (5 Gbps vs. 7.5 Gbps) at the highest message skewness when the average preemption

interval is 20 RTTs. This is because in this workload each sender usually has only one large message

that is responsible for most of its outgoing data; while GRPF-OverCommit10 may issue almost 10

RTTpackets outstanding grants to each of these large messages, Hadoop-10 only gives each message
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Figure 6.16: Performance gains of larger degrees of overcommitment. The average length of the
preemption interval is fixed at 20 RTTs. Each curve denotes a different degree of overcommitment.
All other setups follow the experiment in Figure 6.13.

RTTpackets outgoing grants, so the senders in Hadoop-10 end up under-utilizing uplinks more when

their receivers are preempted.

6.2.3 Buffer occupancy

Finally, sender-side bandwidth redirection has an interesting effect on the buffer occupancy at the

ToR switches: it can cause large-scale incasts towards receivers that have just recovered from pre-

emption. This is because the GRPF policy requires senders to prioritize their bandwidth to messages

that fall behind; once the grants sent by the rescheduled receiver arrive at its senders, they will si-

multaneously direct their bandwidth towards this receiver. The queue buildup is eventually limited

by the degree of overcommitment of the receiver: in the worst case, all the overcommitted grants of

a receiver will become inbound packets queued at the ToR. Careful examination of the time traces

confirms that almost all (non-trivial) queue buildups during the simulation are due to bandwidth

redirection.

Figure 6.18a shows that the worst-case total buffer occupancy during the shuffles increases with

the average preemption interval: the longer the senders have to redirect their bandwidth, the more
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Figure 6.17: Shuffle throughput of the Hadoop-10 algorithm as a function of message skewness.
Same as Figure 6.11, each curve denotes a different average length of the preemption intervals,
measured in multiples of the round-trip time.

inbound data the preempted receiver needs to catch up after it recovers. As the message skewness

increases, the worst-case buffer occupancy remains roughly flat at first, and then starts to decrease

after the message skewness exceeds 0.5; this is because the opportunity for bandwidth redirection

diminishes as the message skewness becomes too high.

The worst-case total buffer occupancy also increases with the average length of the preemption

intervals. When the preemption intervals are much smaller than the maximum outstanding grants

per receiver, the senders will usually have sufficient grants that allow them to stick to their original

schedules without bandwidth redirection (the preempted receivers will likely recover long before the

senders run out of grants on top-priority messages). Thus, when the average length of the preemption

intervals increases from 5 to 10 (the degree of overcommitment is also 10 in the experiments), there

is a significant bump in the worst-case total buffer occupancy for all message skewness.

Figure 6.18b shows the worst-case queue length of individual output ports at the ToR instead.

It’s clear that the maximum queue length is bounded by the receiver’s degree of overcommitment: at

most 9 RTT worth of inbound packets can be queued at the switch (1 RTT worth of packets will be

on the wire), and the RTT within a rack is 8 timesteps, so the maximum queue length is 9×8×1500
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(a) Max total buffer occupancy at the ToR.

0.0 0.2 0.4 0.6 0.8 1.0
Message Skewness

0.00

0.04

0.08

0.12

0.16

0.20

M
ax

 Q
ue

ue
 L

en
gt

h 
(M

by
te

s)

1
2
5
10
15
20

(b) Max queue length at individual output ports.

Figure 6.18: Worst-case buffer occupancy at the ToR switch as a function of message skewness.
The two graphs illustrate the buffer occupancy of the entire switch and of individual output ports,
respectively. Each curve denotes a different average length of the preemption intervals, in multiples
of the round-trip time. The raw data are extracted from the same simulations as Figure 6.13.

bytes, or 0.108 Mbytes. Assuming 16 MB of total buffer space at the switch, this suggests that it’s

safe to increase the current overcommitment by almost 4x with no risk of buffer overflow, even if the

switch has a fixed-size buffer for each port (as opposed to a dynamic buffer pool that shares buffer

space across all ports).

6.3 Limited core bandwidth

When the core bandwidth available in the network is limited, the performance bottleneck of shuffle

shifts from the edge of the network to the core (it is no longer possible to shuffle at the line speed of

end hosts). Thus, in order to estimate the maximum possible shuffle throughput, one can locate the

most loaded network link between the ToR and the core switches, and then divide the amount of

data flow through that link by its link speed (recall that the simulation uses an idealized two-level

fat tree topology, so there is a unique path between any two nodes in the cluster).

The lower the capacity of the bottleneck core link, or the more data that need to be transferred

over it, the lower the maximum throughput that can be achieved in theory. Figure 6.19 shows how

these two factors affect the throughput upper bound of a 160-node cluster with 4 racks. First, the

throughput upper bound increases linearly with the core bandwidth available. For example, when all

the messages have roughly the same size, 75% core bandwidth is just enough to shuffle at 25 Gbps,
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Figure 6.19: Theoretical shuffle throughput upper bound as a function of message skewness. There
are a total of 160 nodes, randomly placed in 4 racks (each ToR switch has 40 nodes underneath).
Different curves denote different percentages of core bandwidth available: e.g., 50% core bandwidth
means the bandwidth between any ToR and the core switch is equal to 50% of the aggregate band-
width of the end hosts within a rack. Since the workloads are generated randomly (and the nodes are
randomly placed in racks), the throughput upper bound varies in different runs. 100 simulation runs
are performed for each value of x. The solid lines indicate the median throughput upper bounds,
while the shaded regions indicate the 10th and 90th percentiles.

since each rack needs to send (receive) exactly 75% of the outgoing (incoming) data of its end hosts

to (from) other racks; as the core bandwidth available drops to 50% (i.e., 2
3 of 75%), the throughput

upper bound also drops to 2
3 of 25 Gbps, or 16.7 Gbps. Second, as the message skewness increases,

the throughput upper bound decreases roughly linearly (both medians and 90th percentiles). This

is because the amount of data transferred over the bottleneck core link increases linearly with the

message skewness; Figure 6.20 shows the load of the bottleneck core link as a function of the message

skewness.

6.3.1 Straggler mitigation extensions

The rest of the section evaluates three versions of the GRPF algorithm that have increasing perfor-

mance but also come with more restrictions in applicability. The first version, GRPF+Prio@Edge, is
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Figure 6.20: Maximum amount of data transferred across the bottleneck core link, in percentage
of the average amount of data per rack. The experiment setup is the same as Figure 6.19. The solid
line indicates the median load, and the shaded areas indicate the 10th and 90th percentiles.

the default algorithm that has been used in the evaluation so far; in particular, in-network priorities

are only enabled on the output ports of the ToR switches that are connected to the end hosts. The

second version, GRPF+Prio@Core, makes no change to the algorithm itself, but it enables the support

for in-network priority at all output ports of all switches (grants will experience no queuing delay).

The third and best-performing version, GRPF+GlobalSched, is derived from Equation 3.14 (with

quadratic scale back) in Section 3.1.7, which further assumes that all nodes will have instantaneous

access to the number of packets left at the slowest receiver in the cluster. Thus, the performance

numbers achieved by this version should be viewed as an upper bound. Fortunately, this assumption

can be significantly relaxed in practice: it should be sufficient as long as the latency of the all-reduce

operation is relatively low compared to the total shuffle time (discussed later).

Figure 6.21 shows that GRPF+GlobalSched can achieve near-optimal performance, regardless of

the message skewness. The performance loss compared to the theoretical upper bound in Figure 6.19

is only about 1% at median, and no more than 4.1% at 90th percentile. However, this algorithm is

more limited in applicability compared to the other two versions.

Figure 6.22 evaluates the performance gain achieved by GRPF+Prio@Core and GRPF+GlobalSched
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(a) 4x40 nodes
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(b) 8x40 nodes

Figure 6.21: Optimality of GRPF+GlobalSched as a function of message skewness. Optimality is
the ratio between the actual throughput and the theoretical upper bound. The two figures simulate
a total of 160 and 320 nodes, respectively. The average message size is 16 full packets. Other
notations are the same as Figure 6.19. Note that the y-axes are not zero-based.
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(a) GRPF+Prio@Edge vs. GRPF+Prio@Core
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(b) GRPF+Prio@Core vs. GRPF+GlobalSched

Figure 6.22: Relative speedups achieved by switching from GRPF+Prio@Edge to GRPF+Prio@Core,
and from GRPF+Prio@Core to GRPF+GlobalSched. Different curves denote different percentages of
core bandwidth available. The raw throughputs are taken from the 320-node experiment in Fig-
ure 6.21. Solid and dashed lines indicate the speedups of the median and 90th-percentile throughput,
respectively.
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individually. It focuses on the experiment with 8x40 nodes, as the relative speedups are more signifi-

cant. Figure 6.22a shows that allowing grants to bypass queues is in general a favorable optimization,

especially for low to medium message skewness. At high message skewness, the performance gain

drops, and there are even some negative gains at very high message skewness. As discussed in Sec-

tion 3.1.7, packet priorities eliminate the collateral damage of large packet queues in the network (if

a grant is delayed too much, it could result in under-utilization of the uplink of the message sender,

or some core link in the path of the message). It appears that, at very high message skewness where

each sender has one major outgoing message destined to a distinct receiver, the senders have no

trouble saturating all the bottleneck core links even though the grants experience long delays in the

network core (due to the lack of in-network priority support).

Figure 6.22b shows that using global information for straggler mitigation consistently improves

the performance across the whole range of message skewness. Recall that Section 3.1.7 argued that

the root cause of performance degradation is suboptimal bandwidth allocation of the bottleneck core

links: i.e., when some messages finish too fast, the remaining messages are not sufficient to saturate

the bottleneck core links on their paths. This is supported by the detailed packet traces: when the

straggler mitigation mechanism is in place, the messages that pass through the same core link share

the link capacity much more closely to an ideal pro rata rate allocation scheme, and the bottleneck

core links are kept fully utilized until the very end of shuffle.

Figure 6.23 relaxes the assumption that nodes will have instantaneous accesses to the information

of the slowest receiver and investigates how the all-reduce latency impacts the effectiveness of global

scheduling. In the best case, an optimal software-based implementation of the all-reduce operation

can complete in ⌈log2(N)⌉×0.5RTT , where N is the number of nodes; this is achieved if the network

is unloaded or the messages are assigned the highest network priority to bypass the queues. Further,

a topology-aware switch-based implementation may complete an all-reduce in 5-10 µs for up to 1000

nodes [84]. In practice, the performance will probably lie between the curves of Stale1 and Stale3

(closer to the former), or at most 2-3% worse than Fresh.

Finally, Figure 6.24 shows the throughput and optimality of the Hadoop algorithm. Due to the

lack of straggler mitigation techniques, its performance is strictly worse than GRPF+GlobalSched; in

the worst case, it leaves 20–30% of the performance on the table.

I omit the evaluation of the MADD algorithm because its performance will be optimal assuming

the underlying network topology is known a priori. However, this assumption rarely holds in practice.

6.3.2 Buffer occupancy

Figure 6.25 shows the average and worst-case buffer utilization at the ToR switches for all three

versions of the algorithm. If each ToR switch has 16 MBytes of buffer space (which seems to be a

reasonable number for a 25 Gbps ToR switch in practice), then none of the these algorithms is close

to getting buffer overflows. Further measurements show that more than 90% of the buffer buildups
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Figure 6.23: The impact of all-reduce latency on shuffle performance. Fresh assumes instantaneous
accesses to the amount of data left at the slowest receiver (i.e., the same as GRPF+GlobalSched).
StaleX assumes that the all-reduce operation used to exchange such global information will complete
X times slower than an optimal software implementation. NoOpt is the same as GRPF+Prio@Core.
The experiment setup is the same as Figure 6.21. Solid and dashed lines indicate the optimality of
the median and 90th-percentile throughput, respectively.
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Figure 6.24: Throughput and optimality of the Hadoop-10 algorithm. Different curves denote
different percentages of core bandwidth available. The experiment simulates a total of 8x40 nodes.
The average message size is 16 full packets. Other notations are the same as Figure 6.19.
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(c) GRPF+GlobalSched

Figure 6.25: Buffer utilization at ToR’s for three versions of the algorithm (320-node experiment).
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occur at the ToR uplinks to the core switch (as opposed to downlinks of the end hosts). Finally,

the curves representing 90% core bandwidth stand out in the graphs because, on average, each rack

only needs to send (receive) 87.5% of its data to (from) the other 7 racks (this is the only setup that

has sufficient core bandwidth in the experiment).

Figure 6.25 also shows that the buffer occupancy increases significantly when priority is enabled

at the network core, and then it drops slightly after the straggler mitigation is in place. The buffer

occupancy increases first because much fewer grants will be in flight if they can bypass the queues,

and the number of data packets in flight increases as the number of grants in flight drops (the sum

of these two is a constant assuming no grant is left unused at the senders). That is, the end hosts

can now inject more data packets into the network (although they won’t be delivered any sooner).

The buffer occupancy later drops in Figure 6.25c because the straggler mitigation mechanism works

by reducing the amount of outstanding grants (and, thus, the amount of data that can be injected

to the network): more specifically, Equation 3.14 entails that (i) receivers that have fewer remaining

bytes, or non-straggler receivers, must issue fewer total outstanding grants, and (ii) messages that

are destined to non-straggler receivers have to reduce their sliding window sizes.

Figure 6.26 shows the utilization of the logical gigantic core switch used in simulation. In practice,

the core of the network will consist of multiple aggregation and spine switches, organized in multiple

levels, so the buffer occupancy of each individual switch is likely to be lower. For example, if a

two-level fat-tree topology with four spine switches (half of the number of ToR switches) is used to

provide the 50% core bandwidth in experiments, and the packets are evenly distributed across the

spine switches, then the actual buffer occupancy will be only 1
4 of that in Figure 6.26.

Even though Figure 6.26 shows the total buffer occupancy at the core, its values are not much

higher than the buffer occupancy of individual ToR switches in Figure 6.25, which means that buffer

overflow will be less of a concern at the core in practice. The buffer occupancy at the core is relatively

low compared to ToR switches because buffer buildup at the core can only be caused by ToR fanin

(Figure 3.9); the aggregate uplink and downlink bandwidth of the ToR switches are always equal,

which makes larger buffer buildups very unlikely unless the workload has a significant incast pattern

(also very unlikely given that the workload used in evaluation has uniform data distribution). In

fact, the experiments confirm that the most congested output port of the core switch is usually the

one connected to the rack that receives the most data from other racks (if the algorithm follows the

pro rata rate allocation scheme precisely, this is always true).

Unlike the buffer occupancy at the edge, the exact relation between the buffer occupancy at the

core and the algorithm in use is rather difficult to reason about: it depends on how the ToR switches

are using their uplink bandwidth at run time. Further, the run-time behaviors of the ToR’s can be

affected by the choice of algorithm in intricate and non-deterministic ways. For example, eliminating

the queuing delays of the grants increases the buffer occupancy of the ToR’s because it allows the

end hosts to inject more data packets into the network; however, the buffer occupancy at the core
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(c) GRPF+GlobalSched

Figure 6.26: Buffer utilization at the core for three versions of the algorithm (320-node experiment).
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actually drops in many cases, since the larger queues at the ToR’s could change the uplink bandwidth

allocation in a way that results in a more even distribution of the packets across the destination

racks (another potential factor is that senders won’t attempt to redirect their bandwidth elsewhere if

grants are delivered in time). For another example, straggler mitigation reduces the buffer occupancy

at the ToR’s by scaling back the sliding windows; however, the buffer occupancy at the core slightly

increases instead. Again, varying the sliding windows changes the uplink bandwidth allocation at

the ToR’s, which further changes the traffic distribution among the racks (more packets from the

straggler messages are piled up at the core, which allows them to take a larger share of link capacity).

Fortunately, as discussed earlier, buffer overflow is less of a concern at the core, so these issues are

secondary at best.

Finally, if the buffer occupancy at the ToR’s ever becomes a problem, one can always resort to a

smaller degree of overcommitment. Halving the degree of overcommitment also roughly halves the

worst-case buffer occupancy at the ToR switches, but it usually only results in very minor drop in

performance. For example, when the overcommitment level of GRPF+GlobalSched is reduced from

10 to 5, the performance drops by no more than a few percent.

6.4 Summary

Our evaluation shows that the GRPF algorithm can provide near-optimal performance for a variety

of workloads, even in the cases of application preemption and limited core bandwidth, and its buffer

occupancy is low enough to be free of buffer overflow. It outperforms the Hadoop algorithm in every

case. Although the MADD algorithm also achieves the optimal performance in an ideal environment,

it requires knowing the underlying network topology a priori, which limits its applicability in practice.

Nonetheless, due to the limitations of the simulator (Section 4.4), the performance results should

be taken with a grain of salt. In particular, the simulator chose to model an over-simplified network

topology, which cannot reflect the intricate effects of load balancing within the network core. Other

factors such as software overheads and noise in the environment may also impact the results. Thus,

a proper evaluation using a real environment will be left to future work.

The design features of the GRPF algorithm work coherently to push the performance to the limit.

In an ideal environment, the following features are essential to the optimal performance (listed in

descending order of importance): (i) the GRPF policy, (ii) overcommitment of receiver downlinks,

(iii) pro rata grant window limit, (iv) randomization, and (v) pro rata unscheduled data. Although a

small amount of overcommitment is sufficient in an ideal environment, achieving good performance

in the presence of application preemption requires a much large degree of overcommitment. Finally,

in-network priority is not necessary in an ideal environment, thanks to pro rata grant window limit;

however, it is critical to implementing the straggler mitigation extensions of the GRPF algorithm in

the case of limited core bandwidth.



Chapter 7

Discussions

This chapter discusses related works and additional topics.

7.1 Shuffles in HPC

Shuffle, or more commonly known as all-to-all communication in the HPC community, is a frequently

used communication pattern in many HPC workloads such as fast fourier transform [23], relational

algebra [33], graph analytics [32], and molecular simulation [79]. Section 3.1.2 already covers some

prior research on the shuffle algorithm conducted within the HPC community, so I will not repeat

the discussion here. In general, shuffle algorithms used in HPC often optimize for specific patterns

that are common in their applications (e.g., uniform data distribution), and thus their performance

will degrade when the workloads become more irregular.

7.2 Shuffles in distributed data-parallel systems

Shuffle is a also key primitive in today’s large-scale data-parallel systems such as MapReduce [21]

and Spark[100]. However, the shuffle operations in these systems involve more than just all-to-all

network communication. For example, a complete shuffle in MapReduce includes the following tasks.

First, given M mappers and R reducers, it needs to create M ×R intermediate data blocks (both M

and R can be much larger than the number of physical machines). Second, it needs to transfer these

intermediate blocks from mappers to reducers, during which time every block needs to be moved

across disk, memory, and network at least once. Third, it needs to perform the reduce operation

over the input records received from the mappers. Finally, it needs to handle node and network

failures that occur in the process and ensures exactly-once semantics (each input record appears

exactly once in the output).

119
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As a result, the primary goals of the previous works on shuffles in data-parallel systems [64,

102, 86] are high I/O efficiency and reliability (network efficiency is less important to the overall

performance). In contrast, this dissertation assumes that data are already present in memory and

only optimizes the all-to-all network communication aspect of the problem (this setup is common in

HPC and flash bursts). Still, the GRPF algorithm developed in this dissertation can be applied to

these systems should network efficiency ever become a bottleneck.

7.3 Coflow scheduling

So far this dissertation only studies the scheduling of individual messages within a shuffle to minimize

the overall completion time. However, another important question is how to schedule different shuffle

operations to optimize for metrics such as the average completion time. This problem is also known

as coflow scheduling in the networking community (coflow is a synonym for collective communication

primitive such as broadcast, reduce, or shuffle), and this has generated a rich body of research since

its inception [12, 14, 15, 13, 11, 103, 35, 10]. Thus, a potentially interesting future direction could be

to explore the combination of the shuffle algorithm and the coflow scheduling algorithm to achieve

better overall performance in the presence of concurrent shuffle operations.

7.4 Low-latency network transports

Low-latency transport protocols for datacenter networks have been studied extensively recently, with

many protocols proposed to replace TCP in datacenters [69, 36, 55]. These protocols usually aim to

achieve low (tail) latency for small messages and high throughput for large messages. In particular,

Homa [69] is able to provide near-optimal average and tail message slowdowns even when running at

80% network load (slowdown is the ratio of the actual time required to complete a message divided

by the best possible time on an unloaded network). However, these transport protocols only optimize

for metrics of individual messages, which is in conflict with the goal of optimal shuffles.

As a result, it’s not clear how the shuffle algorithm will be deployed along with these lower-level

network transports. One possibility would be to somehow implement the shuffle algorithm on top of

these network transports; however, this seems difficult because of the huge differences between their

designs (e.g., none of these protocols employs the GRPF policy). And if shuffles must be handled by

an entirely different protocol from the network transport, how would they interfere with each other

in the presence of mixed workloads? I leave these questions to future work.

Finally, pHost [29] pioneers the idea of expressing flexible networking policies using pull-based

end-host scheduling. In particular, it advocates receiver-side ensemble-wise allocation of grants in

service of a coflow-wide objective; this approach is then evaluated using a number of policies such as

SRPT, Earliest Deadline First, and a multi-tenant sharing policy via round robin. The receiver-side
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scheduling of my shuffle protocol shares the same spirit as pHost, with an explicit goal of minimizing

the completion time of the last message in the coflow.

7.5 Hardware-assisted network transports

Most transport protocols are implemented in software today. For better performance, several recent

systems decide to move the network transports from the kernel to the user space [77, 61, 65, 75, 50].

While these user-space systems reduce the software overheads significantly compared to kernel-based

implementations, they still struggle to keep up with high-speed datacenter networks today (e.g., Snap

requires 7–14 cores just to drive a 100 Gbps network at 80% load bidirectional [76]). Yet the network

speeds are still increasing much faster than CPU speeds. Thus, future network transports will likely

need to be offloaded to the NIC to keep up with the ever-increasing line rates [76].

The same problem has been observed in the MilliSort experiment as well. When the total amount

of data to sort is fixed, as MilliSort attempts to harness more servers, the amount of data per server

drops, and the performance eventually becomes limited by the per-message software overheads in

shuffles. By reducing the software overheads of packet processing, it’s possible to scale out the sorting

algorithm even further: e.g., NanoSort [46] shows an order of magnitude speedup over MilliSort when

sorting 1M items by taking advantage a new NIC/CPU hardware design called the nanoPU [41].

Another possibility is to offload the entire collective communication operation to the NICs and

switches. This approach provides additional performance benefits, since the switches can use the net-

work topology to optimize the communication: e.g., NVIDIA Scalable Hierarchical Aggregation and

Reduction Protocol (SHARP) [34] is capable of offloading several MPI operations to the hardware

and effectively reduces the amount of data traversing the network for operations such as broadcast

and all-reduce. However, shuffle is not yet supported by SHARP, likely due to the lack of a good

shuffle algorithm until now. It remains an interesting question whether the GRPF algorithm can be

efficiently implemented in the hardware; this is left to future work.



Chapter 8

Conclusions

In this dissertation, I presented a clean-slate shuffle algorithm that achieves excellent performance

for a wide range of workloads and under various conditions such as non-homogeneous ingress/egress

rates, interference from competing workloads, and limited bandwidth in the core of the network.

At the high level, the new algorithm can also be viewed as an elegant implementation of the more

general Weighted Shuffle Scheduling (WSS) scheme [14] in a datacenter environment; it combines a

number of simple design features in a synergistic way to achieve this goal:

• Ensemble-wide scheduling. Each end host uses a local policy, Greatest Remaining Process-

ing Fraction (GRPF), to schedule its incoming and outgoing messages as ensembles in order

to match sender and receiver bandwidths in a decentralized way.

• Overcommitment. Keeping a large number of outstanding grants per receiver helps maintain

high network utilization during the interference from competing workloads.

• Pro Rata Sliding Windows. Sliding windows have been used extensively in window-based

flow control schemes; however, instead of using the sliding window to cap the maximum sending

rate of a message, my shuffle algorithm uses the ratio between sliding window sizes to enforce

the optimal downlink bandwidth allocation among incoming messages (i.e., weighted max-min

fair sharing).

• Lightweight Global Scheduling. Finally, if nodes are capable of exchanging a small piece

of global information periodically with relatively low latency, then an enhanced straggler mit-

igation technique can be used to further improve the shuffle performance in the case of limited

core bandwidth without knowing the underlying network topology a priori.

The evaluation shows that the throughput of the resulting shuffle algorithm is usually within a few

percent of the theoretical limit even in the 90th percentile.
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This dissertation was strongly motivated by my prior research on flash busrts, a new computing

paradigm that emphasizes low-latency data-intensive computation. The measurements of MilliSort

and MilliQuery show that shuffle is the critical bottleneck at the optimal operating points of flash

bursts. As a result, I expect this new shuffle algorithm to become a critical part for emerging flash

burst applications; meanwhile, traditional big-data applications may also adopt this algorithm if the

network communication cost of shuffle turns out to be a bottleneck for them.
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