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ABSTRACT

An estuary is classified as unsteady when the salinity adjustment time is longer than the forcing time scale.

Predicting salt content or salt intrusion length using scaling arguments based on a steady-state relationship

between flow and salinity is inaccurate in these systems. In this study, a time-dependent salinity box model

based on an unsteady Knudsen balance is used to demonstrate the effects of river flow, inward total exchange

flow (tidal plus steady), and the salinity difference between inflow and outflow on the salt balance. A key

component of the box model is a relationship that links the normalized difference between inflowing and

outflowing salinity at the mouth and the mean salinity content. The normalized salinity difference is shown

to be proportional to the mean salinity squared, based on theoretical arguments from the literature. The

box model is validated by hindcasting 5 years of mean salinity in Galveston Bay (estimated from coarse

observations) in response to highly variable river discharge. It is shown that this estuary typically has a long

adjustment time relative to the forcing time scales, and, therefore, the volume-averaged salinity rarely reaches

equilibrium. The boxmodel highlights the reasons why the adjustment time in a large, partially mixed estuary

like Galveston Bay is slower when the mean salt content is higher. Furthermore, it elucidates why the salt

content in the estuary is more responsive to changes in river flow than in landward exchange flow at the

estuary mouth, even though the latter quantity is usually several times larger.

1. Introduction

Salinity is a key property for characterizing estuaries.

There is extensive estuarine physics literature focused

on mechanisms controlling the salt balance (see Geyer

2010; Geyer and MacCready 2014, and references

therein). Low-inflow estuaries are defined as systems in

which the evaporation exceeds freshwater runoff, or the

freshwater discharge is sporadic (see, e.g., Largier 2010).

These systems are rarely in steady state, and the un-

steadiness term can have first-order effects on the salt

balance (Banas et al. 2004).

Much of the theoretical understanding of estuarine

circulation assumes the salinity distribution and forcing

is in a steady state (Guha and Lawrence 2013; Geyer and

MacCready 2014). An estuary is assumed to be steady

(or quasi-steady) if the estuarine response time scale is

shorter than the forcing time scale, which, for example,

is the case for the Hudson River during high river flow
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(Chen et al. 2012). This response time scale is called the

adjustment time Tadj and is formally the e-folding time

of the salinity response to a small step change in forcing,

such as river flow or tidal mixing (Kranenburg 1986;

MacCready 1999, 2007). The adjustment time and the

forcing time scale, therefore, determine whether one

must consider unsteadiness when analyzing the salinity

variability of a particular estuary.

MacCready (2007) derived a relationship between

adjustment time and freshwater replacement time

in a straight estuary subject to baroclinic exchange

flow by

T
adj

5
1

2

1

g

L

u
, (1)

where L is the estuary length, u is the mean velocity due

to river discharge, L/u is the freshwater replacement

time, and the theoretical parameter g 5 3, based on a

linearized salt balance for exchange-dominated sys-

tems. Lerczak et al. (2009) show that the response

time is shorter (g 5 4.5) when stratification effects

are included in the parameterization of exchange

flow. Chen (2015) found that Tadj is actually a non-

linear function of the salt intrusion length Lx. The

significance of this finding is twofold: the salinity in

an estuary will change at a different rate during rising

and falling river flows, and Eq. (1) is not strictly ac-

curate for estuaries with large changes in river dis-

charge. Monismith (2017) formalized this result into

an integral model.

The salt intrusion length scale Lx is the horizontal

distance of an isohaline from the estuary mouth. It has

important implications for water quality and ecology.

For example, in Galveston Bay, midsalinity water

(10–15 psu) is considered optimal oyster habitat (Powell

et al. 2003). In the San Francisco Estuary, the location of

the 2-psu isohaline L2 (referred to as X2) is found to be

correlated with an abundance of many pelagic species

(Jassby et al. 1995). LengthLx is also useful in estimating

the total salt mass in an estuary. Various estuaries

exhibit self-similarity between the normalized salin-

ity and the horizontal position normalized by Lx

(e.g., Monismith et al. 2002; Lerczak et al. 2009). Self-

similarity makes it possible to extrapolate the total

volume-integrated salinity from Lx. It can therefore be

used as an indicator of estuarine response to changes

in forcing and to deduce relevant time scales. However,

in geometrically complex systems, like many of the es-

tuaries along the Gulf of Mexico and the U.S. East

Coast, it can be difficult to obtain an unambiguous salt

intrusion length; therefore, the volume-averaged salin-

ity is a more suitable metric for total salt content.

Kranenburg (1986) and MacCready (2007) assume

that the salt budget in an estuary is the sum of a steady

response and a transient response. The adjustment time

is then an averaging time scale to remove the transients

and retain the steady-state dynamics. However, this as-

sumption is questionable in highly unsteady systems,

such as Willapa Bay, Washington (Banas et al. 2004),

where several order of magnitude variations in river

flow, or tidal forcing, occur at time scales that are short

relative to the adjustment time.

The main purpose of this paper is to develop a

simple model that captures salinity evolution in an

unsteady estuary and to then use the model to dem-

onstrate how adjustment time varies based on the

estuarine state, namely, the mean salinity. The box

model uses the variables associated with the total

exchange flow as its inputs. Galveston Bay is used as

a case study because, as we will demonstrate, the ex-

change flow is due to a combination of tidal and sub-

tidal processes; it has irregular geometry (meaning

the salt intrusion length is difficult to unambiguously

define); and it is unsteady, in that the adjustment time

is longer than the forcing time scale. Galveston Bay

has similar physical characteristics to many other Gulf

of Mexico and U.S. East Coast estuaries—for exam-

ple, Mobile Bay and Pamlico Sound—in that they

have a barrier island–type morphology, and fresh-

water inputs are intermittent (see, e.g., Orlando

1993). We therefore expect the model presented here

to be readily applicable to this class of low-inflow

estuaries.

We begin with a brief review of the estuarine salt

balance and total exchange flow concept, and then

present a solution to an unsteady Knudsen relationship

that characterizes the important processes and time

scales. An analysis of the salinity variability of a three-

dimensional (3D) numerical model that captures the

response of Galveston Bay to transient river forcing is

then conducted to determine the total exchange flow

terms in the estuary and how they vary as a function of

forcing and mean salinity. Total exchange flow vari-

ables are either calculated directly from the 3D model

or determined by empirically fitting box-model parame-

ters to match salinity predictions during a 6-month

3D model simulation period and then to hindcast a

longer 5-yr period when there were adequate obser-

vations available for validation but no numerical

model data. Last, we examine the dependence of the

adjustment time scale on river discharge, exchange

flow at the mouth, normalized salinity difference at

the mouth, and volume-averaged salinity. The ad-

justment time is used to compare Galveston Bay with

other estuaries.
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2. Total exchange flow and the mean salt balance

MacCready (2011) defines the cross-sectional flux in

isohaline coordinates, that is, Q 5 Q(s, x, t):

Q(s, x, t)5

* ð
As

u dA

+
, (2)

where As is the cross-sectional area with salinity

greater than s at an along-estuary cross section with

coordinate x, and angle brackets denote a tidal aver-

age (filter). The sign convention used here is Q . 0

represents landward flow, while Q , 0 is seaward

flow. The advantage of representing the transport in

isohaline (isopycnal) coordinates is that the inflow

and outflow are categorized based on their salinity

class, with the overall goal of separating inflowing

ocean water from outflowing, mixed-estuarine water.

MacCready (2011) termed the isohaline flux in Eq. (2)

as the total exchange flow (TEF) because it captures

both tidal (e.g., tidal pumping) and subtidal (e.g.,

baroclinic circulation) exchange processes.

The TEF technique exactly satisfies an unsteady

Knudsen relationship (Knudsen 1900),

d

dt
(sV)5Q

in
s
in
1Q

out
s
out

5F
in
(x5 0)1F

out
(x5 0), (3)

where s5
Ð
s dV/V is the volume-averaged salinity,

and V is the tidally averaged volume that is defined

so that there is no salt transport on the landward

end. In practice, we assume this equal to the total

physical volume of the estuary. Terms in the salt

balance [Eq. (3)] are derived from the isohaline-

decomposed flux; the inward and outward salt

transport is given by

F
in
5

ð ​ so
0

s
›Q

›s

����
in

ds, and (4)

F
out

5

ð ​ so
0

s
›Q

›s

����
out

ds , (5)

where so is the ocean salinity value. The inward and

outward TEF terms are given by

Q
in
5

ð ​ so
0

›Q

›s

����
in

ds, and (6)

Q
out

5

ð ​ so
0

›Q

›s

����
out

ds , (7)

so that the average incoming and outgoing salinity are

defined by

s
in
5

F
in

Q
in

, and (8)

s
out

5
F
out

Q
out

. (9)

In practice, the fluxes were estimated by evaluating

Eq. (2) with binned salinities, and a Godin filter was

used to average over a subtidal time scale. As previously

mentioned, the exchange flow in Eq. (2) has been

termed the total exchange flow byMacCready (2011), as

it includes contributions from both tidal and subtidal

processes, that is,

Q(s)5Q
Eu
(s)1Q

T
(s) , (10)

whereQT(s) represents all residual tidal flux terms (e.g.,

tidal pumping and trapping), and QEu(s) is the subtidal

or Eulerian residual flux. Following Chen et al. (2012),

the Eulerian flux is given by

Q
Eu
(s)5

ð
AEu

s

huihdAi , (11)

where AEu
s is the cross-sectional area with subtidal sa-

linity greater than s, and hui is the subtidal velocity. This
exchange flow can be generated by a number of physical

mechanisms including baroclinic (gravitational) circu-

lation, strain-induced periodic stratification (Simpson

et al. 1990), and tidal asymmetry in lateral circulation

(Lerczak and Geyer 2004).

a. An unsteady salt balance model

A box model of salt mass elucidates the important

variables required to understand estuarine response

because of variations in forcing. We start out with the

unsteady Knudsen relationship [from Eq. (3)]:

V
ds

dt
1 s

dV

dt
5Q

in
s
in
1Q

out
s
out

, (12)

and conservation of volume,

dV

dt
5Q

in
1Q

out
1Q

r
, (13)

where dV/dt is the subtidal volume change due to bar-

otropic fluxes, andQr is the river discharge. Defining the

normalized mean salt content S5 s/sin(x5 0) and the

normalized salinity difference d 5 (sin2 sout)/sin,

Eqs. (12) and (13) are combined to give

dS
dt

5
Q

in

V
d2

Q
r

V
(12 d)1

12 (d1S)
V

dV

dt
. (14)
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Here, we have assumed that dsin/dt is small, relative to

ds/dt, and can be ignored from the left-hand side. Equa-

tion (14) states that the time-rate of change of normalized

salinity is balanced by the inward TEF, river discharge,

and barotropic fluxes. Note that in an estuary dominated

by gravitation circulation, the normalized salinity differ-

ence d is equivalent to the normalized stratification, al-

though this is not true when tidal processes like tidal

pumping dominate exchange. The normalized salinity

difference influences the relative contribution of each flux

term Qin and Qr. Assuming that river discharge, water

level, and ocean salinity are known (or measured) for a

given estuary, onemust then either measure ormodelQin

and d to predict the mean salinity.

Geyer (2010) shows that d can be predicted using a

freshwater Froude number according to

d5 c
1
Fr2/3f , (15)

where Ds 5 sin 2 sout, Frf is given by

Fr
f
5

Q
r

A
ffiffiffiffiffiffiffiffi
g0H

p , (16)

c1 is an empirical constant [Geyer (2010) found c1 5 3.4

based on an empirical fit to many estuaries], g0 is the

reduced gravity taken from the density difference be-

tween fresh and ocean water, A is the cross-sectional

area, and H is the depth. Guha and Lawrence (2013)

show that

d5C
1
Fr2/3f (S

X,0
)2 1C

2
Fr4/3f (S

X,0
), (17)

where C1 5 7.06, C2 5 8.82, and SX,0 is the longitudinal

salinity gradient at the mouth. Guha and Lawrence

(2013) argue that a second parameter, a tidal Froude

number, is also necessary to predict the longitudinal

salinity gradient under steady-state conditions (not

shown here). The Froude number dependence arises

from nondimensionalizing the estuarine salt balance

equations with the internal wave phase speed (see

MacCready 1999). Empirical coefficients in Eq. (17)

arise from assumptions about the estuary geometry,

exchange-flow scaling, and vertical mixing. Note that

both Geyer (2010) and Guha and Lawrence (2013)

dmodels rely on a steady-state assumption and, hence,

constant Frf.

So long as d is a nonlinear function of S, as in Eq. (17),

the only other unknown variable is the inward total

exchange flow Qin. The goal of this paper is to

determine a d 2 S relationship and calculate Qin

directly using the TEF decomposition applied to a

validated 3D numerical model of a realistic, unsteady

estuary. We will then show how the TEF terms relate

back to empirical forms of the steady and tidal exchange

rates (see, e.g., MacCready 2004; Banas et al. 2004;

Ralston et al. 2008).

b. Adjustment time

Adjustment time can be expressed as the inverse of

the rate of change of salinity

t
adj

5
S

jd​ S/dtj . (18)

Using Eq. (14) and assuming d 1 S ’ 1 (i.e., sout ’ s) so

we can ignore the volume tendency term (we will also

show later that its contribution is negligible) results in

t
adj

5
V​ S

jQ
in
d2Q

r
(12 d)j . (19)

Equation (19) shows that there are two time scales

of interest, namely, the ocean water replacement

time V/(Qind) and the freshwater replacement time

V/[Qr(12 d)]. It also shows the role of the normalized

salinity difference in linking the two fluxes to the

estuarine adjustment. Salt mass will increase when

Qind . Qr(1 2 d) and decrease when the opposite is

true. Steady state is reached if Qind5 Qr(1 2 d). The

adjustment time goes to infinity in this case and has no

relevant meaning, as the system has indeed adjusted.

Normalizing the hydraulic residence time (or fresh-

water replacement time) th 5 V/Qr by the adjustment

time gives the estuarine speedup factor t* (e.g., Hetland

and Geyer 2004):

t*5
t
h

t
adj

5
Q

in

Q
r

d

S
2

12 d

S
. (20)

The estuarine speedup factor indicates how much faster

an estuary will respond than the freshwater replacement

time. Equation (20) shows that for any estuary, t* de-

pends on three variables, namely, the normalized

volume-averaged salinity S, the normalized salinity

difference at the mouth d, and the ratio of inward ex-

change flow to river flow Qin/Qr. Assuming a d 2 S re-

lationship like Eq. (17) and inserting it into Eq. (20)

demonstrates how nonlinearities arise in the speedup

factor (or the adjustment time).

3. Total exchange flow in Galveston Bay

a. Study site

The study site is Galveston Bay, Texas, a wide and

shallow (3m) estuary with a 15-m deep, narrow, shipping

channel running along its length. The bay is microtidal

2814 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 47



(,0.5m), although the tidal currents through the main

entrance exceed 1.0ms21 (Rayson et al. 2015). Typical

annual peak river discharge of 1000–3000m3 s21 occurs

intermittently and is generally preceded by several

months of low ;O(10)m3 s21 discharge. There is, how-

ever, significant interannual variability in the river dis-

charge. In addition to variability in river flow, salinity at

the inlet is variable because the circulation on the Texas–

Louisiana shelf intermittently drives lower-salinity water

(;24 psu) past the mouth of Galveston Bay. Subtidal

water-level fluctuations driven by wind stress and baro-

metric effects also drive flow through the mouth of the

estuary and, thereby, contribute to the variability of sa-

linity within the estuary (Rayson et al. 2015).

The complex geometry of Galveston Bay makes it

difficult to define a dominant along-estuary axis (Fig. 1).

The main thalweg, the Houston Shipping Channel

(HSC), does not connect to the main freshwater source,

the Trinity River. As our main concern is the mixing of

freshwater through the estuary, we define a center line

for themain axis running from the Trinity River through

Trinity Bay before meeting the HSC at Red Fish Reef,

and finally following the HSC out of the mouth (Fig. 1).

We then used GIS software to draw a series of 50 tran-

sects that run approximately perpendicular to this center

line and define the lateral coordinate as the distance

along the transect from center line. Note that West Bay

and East Bay have not been included in these transects

because they form side arms of the main estuary.

b. 3D numerical model description

We applied the 3D Stanford Unstructured Non-

hydrostatic Terrain-following Adaptive Navier-Stokes

Simulator (SUNTANS) hydrodynamic model (Fringer

et al. 2006) to hindcast salinity over a 6-month period

between March and September 2009. SUNTANS solves

the 3D Reynolds-averaged Navier–Stokes equations dis-

cretized on an unstructured horizontal grid.We have used

the same model setup as described in Rayson et al. (2015,

2016), in particular the mixed quadrilateral–triangular

grid configuration. This grid consists of 57 305 horizontal

grid cells with amedian resolution of 100m in the shipping

channel and estuary mouth regions. Twenty fixed z-layers

discretized the vertical coordinate. Tidal boundary con-

ditions were prescribed using a blend of gauge data and a

Gulf of Mexico regional tidal model that provided spatial

FIG. 1. Location of the center axis (dashed black) and the series of transects (red) that form

the along- and across-estuary coordinates for Galveston Bay. The blue dots indicate salinity

monitoring stations.
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tidal amplitude and phase information; temperature and

salinity data were interpolated from a shelf-scale ROMS

model configuration (Marta-Almeida et al. 2013). Re-

alistic river discharge and atmospheric heat, salt, and

momentum fluxes were also prescribed. The model re-

solved the shipping channel and accurately represented

long-term salt intrusion, thus making it suitable for

studying the salinity dynamics. See Rayson et al. (2015)

for details of the model validation against observations of

long-term salinity, water level, temperature, and currents.

c. Salinity variability

The time evolution of the laterally averaged salinity is

shown in Fig. 2a. Locations of individual isohalines can

be inferred directly from Fig. 2a; the 2-, 12-, and 24-psu

isohalines (L2, L12, L24) are represented by the black

contours. The volume-weighted probability density

function (PDF) of salinity was calculated at each model

time step by calculating a histogram of salinity in 0.5-psu

bins and is shown in Fig. 2b. River discharge and total

volume over the same corresponding time period are

shown in Fig. 2c. The total volume of water in each sa-

linity class can be computed directly by multiplying the

PDF by the total volume.

The largest freshwater excursion, and, hence, drop in

mean salinity, occurred following the high-discharge

event between mid-April and mid-May, when the av-

erage Qr 5 1100m3 s21. There was a lag in the salinity

FIG. 2. (a) Time series of the laterally averaged salinity as a function of distance along the

estuarine channel. The gray dashed line shows the distance along axis to the volumetric mean

salinity (Ls). (b) Volume-weighted PDF of salinity with the mean (s ) represented by the solid

black line. (c) Total volume inside of the estuary (black) and river discharge (blue) over the

corresponding time period. The black contours in (a) indicate the 2-, 12-, and 24-psu isohalines.

Note that the salinity scale in (b) is inverted to represent ocean water at the bottom and

freshwater at the top to be consistent with (a).
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drop following the flooding event; peak discharge oc-

curred around 20 April (Fig. 2c), while the minimum

mean salinity occurred around 10 May 2009 (Fig. 2b).

In addition to this lag, individual peaks in river dis-

charge on time scales of 3–10 days did notmanifest in the

mean salinity. This salinity response shows how the es-

tuary acts as a lagged filter for the river flow and dem-

onstrates that the time history of the flow, not just the

instantaneous river flow, influences the low-frequency

response. Following June, there were no discharge

events withQr. 1000 m3 s21, and the average discharge

dropped to 125m3 s21, allowing the mean salinity to

increase at an approximately constant rate.

As shown in Fig. 2, several 20–30-km excursions of the

12-psu isohaline with periods of 3–10 days occurred at

the end ofMarch and in earlyApril. These perturbations

coincided with strong, low-pressure storms that caused

water-level oscillations with the same period and sub-

sequently drove subtidal barotropic flows through the

entrance of the bay. Large-surface stress, driven by the

mainly northerly winds, was also a consequence of these

storms. The overall effect on the mean salinity (Fig. 2b)

was weak, however; the mean salinity decreased by

2–3 psu and quickly recovered poststorm.

The salinity PDF indicates the distribution of differ-

ent water masses over time within Galveston Bay. Two

main peaks were present in the PDF (Fig. 2b) for a

majority of the time: a Gulf salinity peak (25–35 psu)

and a midsalinity peak (10–25 psu). A third peak span-

ning 0–10 psu was also present between April and July

representing the water mass discharged from the river.

The location of themidsalinity peak was roughly aligned

with the mean; it dropped during high river flow and

gradually increased from June 2009 onward. During this

period of salinity increase, the midsalinity water volume

increased at roughly the same rate as the Gulf salinity

peak, with the Gulf peak roughly 50% higher than the

midsalinity value.

The estuarine adjustment time for the high- and low-

discharge periods was 7 and 60 days, respectively;

this was based on Eq. (1), (assuming u/L[Qr/V) using

the average flow rates (Qr 5 125 and 1100m3 s21,

respectively), a constant volume (V 5 3.75 3 109m3),

and g 5 3. Using the definition from Eq. (18) and the

mean salinity from Fig. 2b, the adjustment time was, on

average, 40 days during the high river-discharge period

and 140 days during the low-discharge period. This dis-

crepancy between the adjustment time predicted by

Eq. (1) and the actual adjustment time given by Eq. (18)

is likely to result from violating the underlying assump-

tions that the estuary is responding to a small step

change in forcing and that gravitational circulation is

the main driver of salt exchange (cf. Kranenburg 1986;

MacCready 1999). This was not the case here: the river

discharge changed by at least an order of magnitude (see

Fig. 10c), and, as we will later demonstrate later, the

exchange is tidally forced. The adjustment time pre-

dicted by Eq. (1) was therefore too fast for this estuary.

d. Isohaline flux analysis

Results of the isohaline flux decomposition [Eq. (2)]

are shown in Figs. 3 and 4, which represent different 2D

views of a 3D function Q(s, x, t). In a 2D plane, we show

both a time snapshot over the length of the estuary

(Fig. 3) and the time variability at a cross section (Fig. 4).

The locations of the two cross sections are shown in Fig. 1.

Flow contours crossing a density surface (horizontal line

FIG. 3. Time-averaged discharge in salinity–distance space

during (a) high-flow Q(s, x, t 5 2009/04/30) and (b) low-flow

Q(s, x, t 5 2009/07/01) conditions. The thick solid and dashed

black lines indicate sin and sout, respectively. The thin solid and

dashed gray lines indicate the 650 m3 s21 flow contours.
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in this coordinate framework) indicate the diapycnal flux,

or water mass transformation, caused by mixing.

Figure 3a shows the total exchange flow in isohaline

coordinates during high-discharge conditions (1 May

2009). The outflow [Q(s) , 0] starts at 0 psu near the

river source and gradually transitions to a range of 18–27

psu at the estuary mouth. The inflow near the estuary

mouth [indicated by contours of Q(s) . 0] was largely

confined to 27 psu and gradually transitioned to 25 psu at

x 5 25km. The up-estuary extent of Q(s) . 50m3 s21,

shown by a gray contour in Fig. 3, extended to around

x 5 40 km during this high-discharge period.

In contrast to the high-discharge period, Fig. 3b

shows the circulation during a period of net salt gain

(1 July 2009). During this period, there was weak out-

flow near the river, and the inflow from the Gulf ex-

tended up to 53 km from the estuary mouth. The inflow

formed two branches at around x 5 25 km: one con-

fined to about 28 psu and extending to 40 km up-

estuary; the other branch transformed from 28 to

10 psu and intruded to 53 km up-estuary. We hypoth-

esize that the two branches are different transport

pathways for incoming Gulf water into the estuary. The

first branch represents a high-salinity water tongue that

intrudes along the shipping channel and does not mix

appreciably with the estuary water. The second branch

represents high-salinity water in the shallow regions

that is transported up-estuary. Note that the cross

sections diverge from the channel at x 5 40 km (see

Fig. 1); this can be seen in the cutoff of landward salt

intrusion in Fig. 3.

The time evolution of the isopycnal flux at the mouth

is shown in Fig. 4a. The landward flow [Q(s) . 0] was

confined to a narrow salinity band that generally fol-

lowed the (time variable) Gulf salinity. The increase

in inflow salinity from June to September corre-

sponded with the evolving salinity on the Texas–

Louisiana shelf. The outflow salinity covered a wider

band that varied with river flow. The width of the band

was greatest (10–25 psu) following the high-discharge

period during April and May. Figure 4b shows the

time evolution of the isohaline flux further upstream

at x 5 37 km, at a cross section shown by a thick red

line in Fig. 1. Two separate inflow branches of high-

salinity water are readily apparent in Fig. 4b, and both

were modulated at a fortnightly time scale. These

branches represent the high-salinity inflow in the

shipping channel and the low-salinity inflow on the

shoals that can be seen in the along-channel view of

Q(s) (Fig. 3).

The inflowing and outflowing salinities sin and sout
[Eq. (9)] elucidate the transformation (mixing) of river

and Gulf water in the estuary and their direction of flow.

At themouth, sin(x5 0) (Fig. 4a), roughly corresponds to

the high-salinity peak in the PDF shown in Fig. 2b. The

difference between the inflowing and outflowing salinity

Ds5 sin(x5 0)2 sout(x5 0) at themouth varied between

2 and 10 psu,with a greater difference following high river

flow. The outflowing salinity sout(x) increased linearly

moving toward the mouth from 0 to 25 psu during both

high- and low-flow conditions (Figs. 3a and 3b, re-

spectively). During high flow, sin(x) was approximately

28 psu between 0 and 10km and approximately 24 psu-

between 10 and 35km. A sharp gradient in sin(x) was

present roughly 35km from the mouth during high flow,

in the same region that the cross sections (shown in Fig. 1)

diverged from the HSC.

FIG. 4. Time-averaged discharge in salinity–time space at the

(a) estuary mouth Q(s, x 5 7 km, t) and (b) 37 km upstream

Q(s, x 5 37 km, t). The thick solid and dashed black lines indicate

sin and sout, respectively. The thin solid and dashed gray lines

indicate the 650m3 s21 flow contours.
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e. Flux decomposition

The TEF was decomposed into Eulerian residual and

residual tidal fluxes using Eqs. (10) and (11) to further

elucidate the exchange mechanisms. Figure 5a shows a

time series of the two components across the mouth of

Galveston Bay. Flow Qin oscillated at a roughly 3-day

period during April 2009 and then over a 14-day period

thereafter. The residual tidal flux QT
in(s) was the domi-

nant component from May onward and was greatest

during spring tides. The Eulerian flux QEu
in (s) also mod-

ulated with tidal forcing, although it peaked during neap

tides. This suggests the steady exchange flow was

strengthened by weaker vertical mixing during neap

tides (e.g., Stacey et al. 2001). During storm periods,

when barotropic fluxes associated with low-frequency

water-level variations in the Gulf were large, QEu
in was

also largest. On average, however, the tidal flux con-

tributed roughly two-thirds of the total flux at the en-

trance. Following Hansen and Rattray (1966), this

implies a diffusive fraction parameter n5QT
in/Qin 5 0:66

in Galveston Bay. Themain consequence of this result is

that tidal contributions to the salt flux, as well as the

steady exchange, are necessary for a salt transport

model in Gulf estuaries.

Along-estuary variations of the time-averaged TEF

over the entire 6-month period are shown in Fig. 5b.

FlowQin(s) peaked at 1400m3 s21 near the mouth of the

estuary and decayed exponentially toward the river with

an e-folding distance of roughly 35 km from the mouth.

The tidal exchange term QT
in, representing exchange

flow associated with tidal dispersion, decayed more

rapidly with an e-folding distance 20km from themouth,

and it vanished 45km from the mouth, in Trinity Bay.

The Eulerian flux term fluctuated between 800 and

200m3 s21 and was roughly equal to the tidal exchange

term up to 20km from the mouth. It became the domi-

nant term, contributing to more than 95% of the TEF

greater than 20 km from the mouth. The implication is

that even though tidal fluxes dominate at the mouth, salt

transport is mainly driven by steady exchange flow up-

estuary, away from the mouth. Dronkers and Van de

Kreeke (1986) refer to the tidal flux component as the

‘‘nonlocal’’ flux. They state that it is usually large in

regions where the tidal velocity and salinity vary rapidly

over distances proportional to one tidal excursion

length, as is true for the mouth of Galveston Bay. The

contribution of this tidal flux is also likely to be impor-

tant at the mouth of other Gulf of Mexico estuaries

where a narrow contraction opens into a wide, shallow

interior.

4. Relationships between the TEF terms and the
mean salinity

a. Stratification model

The nondimensional stratification d at the mouth

varied between 0.05 and 0.4 as shown in Fig. 6. Based on

these results, Galveston Bay varied between partially

mixed (d . 0.1) and well-mixed (d , 0.1) based on the

definitions in Hansen and Rattray (1966). Note that the

normalized salinity difference is derived from the tidally

averaged TEF definition, not an instantaneous value.

This result is in contradiction to the assumption that

Gulf of Mexico estuaries are typically well-mixed, bar-

otropic systems (see e.g., Officer 1976).

We model d using Eq. (17) by assuming that the hor-

izontal salinity gradient is linear, thus SX,0 5 12S. The
predicted stratification is also shown in Fig. 6, which was

calculated using the mean river discharge as a repre-

sentative value so that the freshwater Froude number

Frf 5 0.06. The gray-shaded region in Fig. 6 highlights

the sensitivity of Eq. (17) to the Froude number. In

general, Eq. (17) overpredicts the stratification, which is

unsurprising given the simplifying assumptions used in

its derivation and the choice of Froude number. A more

practical model for the Galveston Bay data is to drop

FIG. 5. (a) Total exchange flow at the mouth of Galveston Bay

with the decomposed tidal and subtidal contributions super-

imposed, and (b) time-averaged and along-estuary Qin and its

components.
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the second term in Eq. (17), since C2Fr
4/3
f ’ 0:1 and

C1Fr
2/3
f ’ 1, resulting in

d5 (12S)2 . (21)

This provides a better fit to the data in Fig. 6 and is

physically justified. Furthermore, the relationship has

the properties in the no-flow limit that d5 0 when S5 1

and those in the high-flow limit that d 5 1 when S 5 0,

that is, sout 5 0.

b. Empirical relationships between Qin and forcing

To use the salinity boxmodel [Eq. (14)] as a predictive

tool, we empirically investigated the relationship be-

tween the inward total exchange flow Qin and the estu-

arine forcing conditions at the mouth of Galveston Bay

using the numerical model data. Similar to Chen et al.

(2012), we compared the inward flux to three quantities,

namely, the subtidal barotropic flux Qh, the RMS tidal

flux at the mouth Qrms, and the gravitational exchange

flux Qg. The subtidal flux is due to subtidal water-level

fluctuations and is given by (e.g., Wong and Moses-Hall

1998; Ralston et al. 2008)

Q
h
5 a

h
A

bay

›hhi
›t

5 a
h

dV

dt
, (22)

where ah is an empirical coefficient, Abay is the surface

area of the bay (1.3 3 109m2), and ›hhi/›t is the time-

rate of change of subtidal water level at themouth . Note

that since we are only concernedwith the inward flux, we

set Qh 5 0 when Qh , 0.

The RMS tidal flux Qrms was computed by taking the

total volume flux from the model through a cross section

at the estuary mouth, removing the subtidal component

using a Godin filter, and then using a 30-h sliding root-

mean-square of the filtered volume flux. The gravita-

tional exchange Qg was estimated with (cf. Stacey et al.

2001; Monismith et al. 2002)

Q
g
5 a

g
A

mouth

bg(dhsi=dx)H2

u*
, (23)

where ag is an undetermined empirical coefficient, b is

the haline contraction coefficient, dhsi/dx is the sub-

tidal estuarine salinity gradient, H is the water depth,

Amouth is the cross-sectional area at the mouth

(9660m2), and u* is the tidal friction velocity. The sa-

linity gradient was calculated from the model by taking

the difference in subtidal salinity at two sections close

to the mouth, and the friction velocity was calculated

with u*5
ffiffiffiffiffiffi
Cd

p
(Qrms/Amouth), where the drag coefficient

Cd 5 2.5 3 1023.

Time series of the different flux scales andQin are shown

in Fig. 7, and regression values against the different TEF

terms are presented in Table 1. Table 1 shows thatQh was

most strongly correlated with QEu
in (r2 5 0.71), and Qrms

was most strongly correlated withQT
in (r

25 0.66). FlowQg

was weakly correlated with both QT
in and QEu

in (r2 5 0.11

and 0.04, respectively). A 30-day rolling (or windowed)

regression was calculated between each flux component

and Qin to show the time variability of the relationship

(Fig. 7e). The correlation between the tidal flux Qrms

(Fig. 7b) and QT
in was high (r2 . 0.90) between July and

September (Fig. 7e), when river discharge was low and

there were no significant storms. During April 2009, when

several storm systems passed by, the correlation with

the tidal flux was low (r2 , 0.5). The correlation be-

tweenQEu
in and the subtidal barotropic fluxQhwas best

following this storm period (r2 ’ 0.95). From June

onward, the Eulerian flux QEu
in was correlated (0.3 ,

r2 , 0.5) with the baroclinic flux (Qg, Fig. 7c). The

baroclinic flux Qg was largest when the tidal flux Qrms

was weakest, as shown in Figs. 7c and 7b, respectively.

This indicates that gravitational exchange was important

during neap tides when tidal friction was weaker, as

indicated by Eq. (23).

Based on the above correlations, we decomposed the

subtidal or Eulerian flux from Eq. (11) into its baro-

tropic and baroclinic components:

QEu
in 5Q

h
1Q

g
, (24)

where Qg is flux due to the estuarine circulation

[Eq. (23)] and Qh is the flux due to subtidal water-level

FIG. 6. Normalized stratification at the mouth d plotted against

the longitudinal salinity gradient 1 2 S (see text). The dotted

line shows the solution of Guha and Lawrence (2013) [GL13,

Eq. (17)] with Frf 5 0.06, and the gray-shaded regions show

possible solutions for 0.04, Frf, 0.1. Equation (21) is indicated

by the dashed line.
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fluctuations [Eq. (22)]. To calculate Qg using the box

model, we approximated the mean horizontal salinity

gradient as

dhsi
dx

5 s
o

12S
L

s

, (25)

where Ls is the distance along axis to the volumetric

mean salinity. For Galveston Bay, Ls is roughly con-

stant and equal to L/2 (see Fig. 2a), or more generally,

Ls5L/constant, where the constant is determined from

the geometry. This will not be the case in many other

estuaries, however (e.g., northern San Francisco Bay

and the Hudson River), and in these cases Ls 5 f(Lx).

The Eulerian inward exchange flow is then

QEu
in 5 2a

g
u*Amouth

(12S)Si1 a
h
A

bay

dhhi
dt

, (26)

where

Si5
gbs

o
H2

Lu2

*
(27)

FIG. 7. (a) Decomposed inward isohaline flux components (same as Fig. 5a). (b) RMS tidal

fluxQrms. (c) Baroclinic exchange fluxQg. (d) Barotropic velocity fluxQh. (e) Rolling linear

regression between Qin and the quantities in (b)–(d). Rolling regression is for a prior 30-day

window and therefore the data start in April.

TABLE 1. Regression r2 of each exchange flux component against

the barotropic, baroclinic, and tidal flux estimates.

Qin QT
in QEu

in

Qh 0.25 0.03 0.71

Qg 0.02 0.11 0.04

Qrms 0.27 0.66 0.09
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is the Simpson number (Geyer and MacCready 2014),

which is also referred to as the horizontal Richardson

number (Monismith et al. 1996); this captures the relative

influence of the horizontal buoyancy gradient against ver-

tical mixing due to tidal friction. Finally, the tidal compo-

nent of the inward total exchange flow is estimated by

QT
in 5 a

T
Q

rms
, (28)

where aT is an empirical coefficient.

Least squares fit of the Galveston Bay SUNTANS

numerical model data to Eqs. (26) and (28) resulted in

the values of the empirical weights ag 5 0.22 and ah 5
0.46 (r2 5 0.71, RMSE 5 196.0m3 s21), and aT 5 0.15

(r2 5 0.78, RMSE 5 311.5m3 s21). The RMSE of the

empirically fit Qin with all three components was

381m3 s21 (r2 5 0.88) or roughly 620%. These results

suggest that the inward total exchange flow can be pre-

dicted based on the tidal flux, the subtidal water-level

fluctuations, and the normalized volume-averaged salinity

(Qrms, hhi, and S). Furthermore, since the coefficients are

;O(1), the estimates are also justified from a physical

point of view. Quantities Qrms and hhi are typically

measured in major estuaries (e.g., by NOAA PORTS),

although estimating S from observations is more difficult

because of the need for adequate spatial salinity sampling.

A simple model for S, like Eq. (14), is therefore desirable.

5. Application of the unsteady box model to
Galveston Bay

a. Sensitivity testing

Given our model of d(S) [Eq. (21)], and estimates of

Qin, we can now solve the box model in Eq. (14) nu-

merically using

S
n11

5S
n
1Dt½Qin,n

V
d
n
2

Q
r,n

V
(12 d

n
)

1
12 (d

n
1S

n
)

V

dV

dt

����
n
�, (29)

where subscript n denotes a discrete time value, and dn is

given at each time step by Eq. (21).

We tested several variations of the box model

[Eq. (14)] against the 6-month SUNTANS solution to

determine how the unknowns, Qin and d, affected the

prediction. First, we tested two variations of the func-

tional form of d, namely, constant, and nonlinearly

proportional to S [i.e., Eq. (21); Fig. 6]. We used the

temporal mean d 5 0.17 from the six-month numerical

simulation for the constant-d scenario. These scenarios

used a time-dependent inward exchange and volume

fluctuations from the numerical model (Fig. 5a). A sce-

nario with dV/dt 5 0, that is, ignoring the last term in

Eq. (14), was also tested. Last, a scenario with constant

Qin 5 1400m3 s21 and dV/dt 5 0, yet still using the

nonlinear d model, was tested.

Results of the different scenarios and the forcing

terms are shown in Fig. 8. Qualitatively, all scenarios

captured the lagged drop in mean salinity relative to the

river flow, followed by a gradual salinity increase over

several months. The constant d scenario performed the

worst with an RMSE against the SUNTANS data of

0.088. The nonlinear form of d resulted in a better pre-

diction with an RMSE 5 0.036, indicating the impor-

tance of the dependence of d on the estuarine state.

Setting constant Qin resulted in RMSE 5 0.032 and

therefore a better prediction than setting constant d.

Neglecting the dV/dt term made little difference to the

prediction (RMSE 5 0.036).

These results show that for Galveston Bay, the low

value of d limits the role of Qin on salinity adjustment.

Furthermore, variations in Qin due to changes in tidal

forcing, for example, had little overall influence on the salt

content because the time scale of the variationsweremuch

shorter than the estuarine adjustment time (40–140 days).

Likewise, variations in the subtidal volume, which often

exceeded the volume inputs from the TEF and river flow

(see Fig. 8b), had little effect in Galveston Bay.

b. Long-term salinity prediction using the box model

We now use the box model to predict the mean salt

content in Galveston Bay for a longer time period than

that covered by the numerical model to show that the

box model has utility when a numerical model is not

available or is computationally expensive. (The nu-

merical model took roughly 2 weeks to hindcast a

6-month period using 62 CPUs.) To validate the box

model, we first developed a 5-yr estimate for the mean

salinity using a weighted average of three Texas Water

Development Board (TWDB) water-quality monitoring

stations: trin, midg, and boli (see Fig. 1 for their loca-

tions). We then used the 6-month SUNTANS dataset to

fit, via least squares, weights to the model-station data at

each of these locations to the modeled mean salinity.

The resulting weights for each station were roughly

one-third and were assumed time-invariant. A weighted

average was then applied to the observations to re-

construct the mean salinity for 5 years. This process of

using sparsemeasurements to estimate themean salinity

resulted in a time series, with some gaps, for the mean

salinity from 2007 to 2012.
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The inputs to the box model were the time-variable

river discharge, sourced from the TWDB hydrological

model (see Rayson et al. 2015), and estimates for the

constant volume (V5 3.753 109m3), ocean salinity (sin5
34 psu), and the inward TEF (Qin 5 1400m3 s21). The

time-rate of change of volume dV/dt was calculated from

water-level observations [cf. Eq. (22)] collected at Gal-

veston Pier 21 by NOAA (NOAA Station ID: 8771450).

We showed in the 6-month hindcast that this particular

estuary was insensitive to a time-variable discharge, al-

though Qin could be estimated based on the empirical

relationships presented in Eqs. (26) and (28).

Figure 9 shows the best estimate of the mean normal-

ized salinity from the observations, along with the nu-

merical box model [Eq. (29)] solutions, both with and

without the dV/dt term. The box model performed well

(r2 5 0.86, RMSE 5 0.12) and captured both the rapid

drop in S after each of the large discharge events and the

relatively slow salinity adjustment period that followed

each event. Themodel also captured the gradual increase

in salt content from mid-2010 to 2012 when there was a

drought and in which no discharge events exceeded

500m3 s21. Despite the long period of relatively little

river forcing, the salinity never reached equilibrium.Note

that the inclusion of the dV/dt term made negligible dif-

ference to the 5-yr prediction.

The adjustment time, calculated from the box-model

solution using Eq. (19) and shown in Fig. 9b, varied by

several orders of magnitude (10–1000 days), with the

majority of values between 40 and 200 days (Fig. 9c).

Adjustment times greater than 1000 days arose during

salinity maxima and minima as dS/dt / 0. The adjust-

ment time from Eq. (1), which assumes the response is

due to a small change in forcing, tended toward the

lower bound of the adjustment time from Eq. (19): it

predicts the estuary will respond too rapidly. In many

estuaries, the river discharge varies by several orders of

magnitude, as is the case for Galveston, so the un-

derlying assumptions of Eq. (1) are likely to be violated.

6. Discussion

a. Mean salinity response to time-dependent river and
exchange flow

Various authors have established a relationship be-

tween the salt intrusion length, instead of the mean salt

content, and the river discharge (e.g., Monismith et al.

2002). Based on classical estuarine circulation theory

FIG. 8. (a) Normalized volume-averaged salinity S using SUNTANS and solutions to

variations of Eq. (14). (b) River, TEF, and barotropic fluxes at the mouth of Galveston Bay

used to drive the solutions in (a).
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(see, e.g., MacCready and Geyer 2010, and references

therein), L2 ;Q21/3
r , although Monismith et al. (2002)

found that L2 ;Q21/7
r in northern San Francisco Bay.

The weaker dependence arises because of bathymetric

variability or the effects of stratification on vertical

mixing. Bulk salinity quantities, such as the volume-

averaged salinity s5V21
Ð ​
s dV shown in Fig. 2b (the

mean salinity), exhibited a lagged response to river flow,

indicating that a power-law relationship is not appro-

priate for predicting salinity in unsteady estuaries. This

point is highlighted in Fig. 10 where the volume-

averaged salinity, along with the bulk freshwater frac-

tion f, where (cf. Fischer et al. 1979)

f 5
1

V

ð ​ s
o
2 s

s
o

dV , (30)

and the 5-psu isohaline intrusion length L5 are plot-

ted against instantaneous river discharge. Hysteresis

was evident with all three quantities, indicating that the

time history of river flow was important, not just the

instantaneous quantity. The location of the 5-psu iso-

haline L5 (shown in Fig. 10c) decreased rapidly from 60

to 40km following the large flooding events in late April

2009 (Fig. 2a). It reached a minimum in early May when

Qr dropped below 1000m3 s21 and steadily increased

back to 60 km by the start of August. The curves in-

dicating different power-law relationships between L5

and Qr are also shown in Fig. 10c for reference.

Hilton et al. (1998) showed that the freshwater frac-

tion could be predicted in an estuary with time-

dependent river discharge by replacing Qr(t) with an

effective (steady) flow rate hQr,effi. Assuming a constant

residence time allows hQr,effi to be computed using a

weighted exponential filter on a discrete time series,

�
Q

r,eff

�
5

�
12 exp

�
2Dt

t

�	
�
‘

n50

Q
r
(t2 nDt) exp

�
2nDt

t

�
.

(31)

Based on time scales calculated using various methods

in Rayson et al. (2016), we set t 5 30 days and showed

FIG. 9. (a) Five-year normalized salinity prediction, with the normalized salinity difference

d, the best-estimate salinity from field measurements, and the river discharge. Note that the

river discharge has a different scale. (b) The adjustment time from Eq. (18) from the 5-yr

prediction plotted against the hydraulic flushing time. (c) A histogram of the adjustment time

in (b). The black dotted line in (b) is where the adjustment time is equal to the hydraulic

flushing time and the dashed line is equal to Eq. (1).
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the relationships between hQr,effi and S, f, and L5 in

Figs. 10a–c, respectively. Filtering shows that results

collapse onto lines of the form hQr,effi2n. The main as-

sumption of Eq. (31) is that the filter time scale t is

constant. Rayson et al. (2016) demonstrated that various

estuarine time scales in Galveston Bay are not constant,

but are actually weakly dependent on river flow history.

We found that S ; hQr,effi21/2.5, although the exponent

value was sensitive to the filter time scale. The best-fit

value of the power, n in L5 ; hQr,effi21/n, was n’ 5.0, as

shown in Figs. 10a–c. Predicting S (orL5) using a power-

law relationship is problematic for unsteady systems

because it relies on a constant time-scale assumption. As

demonstrated in Fig. 9, a time-dependent box model

more suitably captures the salinity response in an un-

steady estuary like Galveston Bay.

b. Adjustment time

As stated in the introduction, the adjustment time is

important because it can be used to determine whether

an estuary is steady, quasi steady, or unsteady. The ad-

justment time in Galveston Bay is ;O(10–100) days,

and the forcing time scales are about 14 days for tides

and ;O(10) days for high river flow events. Since the

adjustment time is greater than the forcing time scales,

Galveston Bay is an unsteady estuary.

The salinity adjustment time is ultimately dependent

on the ocean water replacement time V/[dQin] and

the freshwater replacement time V/[(12 d)Qr]. The low

value of d (,0.25) implies that Galveston Bay is more

responsive to changes in freshwater flow and less re-

sponsive to variations inQin. For an average d5 0.2,Qin

must be 4 times greater than Qr for the salinity to in-

crease. In general, low d in any estuary implies that salt

intrusion adjustment is relatively slow during low-

discharge periods, which will be the case in any par-

tially or well-mixed systems.

The estuarine speedup factor from Eq. (20) is shown

in Fig. 11 when S 5 0.3 and 0.7 (the approximate range

from the Galveston Bay numerical dataset). Figure 11

illustrates how the estuarine speedup factor is greater

for lower salinity, meaning a low-salinity estuary will

respond faster than the freshwater replacement time.

For Galveston Bay, tadj from Eq. (18) was, on average,

40 days during the high river discharge period (17April–

10 May 2009) and 140 days during the low discharge

period (11 May–30 September 2009). Although the es-

tuarine speedup factor was ;O(10) during low flow

conditions (d 5 0.3, Qin/Qr . 10), the total adjustment

time was lower because of the lower total discharge.

Figure 11 shows the estuarine speedup factor from

Eq. (20) in the same parameter space as Hansen and

Rattray (1966)’s ‘‘n diagram’’ (their Fig. 1). Note that

here Qin has a different meaning than their us. The

region of this parameter space occupied by the Hudson

River and Puget Sound was sourced from studies

by Chen et al. (2012) and Sutherland et al. (2011),

respectively, who also used the TEF technique. Both

FIG. 10. Scatterplot of the (a) normalized volume-averaged salinity, (b) freshwater fraction, and (c) 5-psu isohaline position L5 plotted

against river discharge. Points are colored by time, and gray arrows indicate the direction in time to highlight the hysteresis. The small

black dots in each panel represent the exponentially filtered quantity [Eq. (31)]. Steady-state power-law relationships are shown in (c) for

comparison.
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estuaries occupy different regions of this parameter

space than Galveston Bay. Figure 11 shows that the

speedup factor for the Hudson River, for example, is 10

and 5 when S is 0.3 and 0.7, respectively, for Qin/Qr 5 4

and d 5 0.8. It means that the speedup factor will be

twice as fast when the estuary contains less salt (shorter

salt intrusion length). In contrast, the speedup factor in a

much larger system like Puget Sound will be less asym-

metric, except when the exchange flow–to–river flow

ratio is ;O(100). For Qin/Qr 5 1–50 and d 5 0.05, the

speedup factor is constant for Puget Sound. Galveston

Bay covers the region of this parameter space with

greater speedup factor but also has an asymmetric

speedup factor depending on the initial mean salinity.

For Qin/Qr 5 60 and d 5 0.25, the speedup factor is

roughly 50 and 20 for S 5 0.3 and 0.7, respectively.

Figure 11 highlights that the speedup factor will be

greater for all of these estuaries with a lower initial salt

content.

The sensitivity of d to S predicts the relative influence

of Qin and Qr on the adjustment time for a particular

estuary. Substituting Eq. (21) into Eq. (19) results in

t
adj

5
VS

(12S)2(Q
in
1Q

r
)2Q

r

, (32)

which shows that tadj }S(12S)22, that is, longer adjust-

ment time for higher S. Chen (2015) showed that the

nonlinear relationship between the exchange flux and salt

intrusion length caused an asymmetric adjustment time

during rising and falling river discharge rates in an ideal-

ized Hudson River. His scaling assumes that gravitational

circulation is the main driver of exchange flow so that

Fin }L23
x . Equation (32) predicts asymmetric adjustment

times based on the initial salinity. It makes no assumption

about exchange flow scaling, although a nonlinear re-

lationship between the adjustment time and the mean

salinity arises because of the relationship between the

stratification at themouth and themean salinity [Eq. (21)].

A property of the d2 S relationship in Eq. (21) is that the

slope dS/dd / 0 as S / 1, suggesting weak dependence

on d when there is high salinity, whereas dS/dd / ‘ as

S / 0, suggesting strong dependence on d when there is

low salinity.

7. Conclusions

Wehave used theQin andDs values calculated using an
isohaline flux analysis of a realistic 3D hydrodynamic

model of Galveston Bay to drive an unsteady box model.

The primary objective of using this simple model was to

show that TEF terms can be used to predict the mean

salinity with unsteady forcing. A second objective was to

use the model to conceptually highlight how different

estuaries will respond based on these variables. The ul-

timate goal was to build an analysis tool capable of at-

tributing the mean estuarine salinity response to changes

in variables that are usuallymeasured, such as the volume

V, river flow Qr, and ocean salinity sin. We used a 3D

numerical solution to establish the range of the inward

exchange flowQin, the other necessary component of the

model. However, as shown in section 4, Qin can be pa-

rameterized based on the tidal forcing, the low-frequency

water-level fluctuations, and the longitudinal salinity

gradient. These parameterizations can then be used to

predict the salt content much more efficiently over a

longer time period (see Fig. 9).

Galveston Bay, like many other Gulf of Mexico es-

tuaries, is characterized by a narrow entrance with a

wide, shallow, geometrically complex interior. Fresh-

water discharge is highly time dependent and comes

from multiple locations. It is often incorrectly assumed

that these estuaries are vertically well mixed and that

flushing is driven solely by tidal motions (e.g., Officer

1976). We have shown, through the TEF analysis, that

salt exchange is due to a combination of tidal, low-

frequency barotropic forcing and steady exchange flow

and that their relative contributions vary with both time

and distance from the estuary mouth. All of these

complexities make it difficult to apply existing models

for predicting salt intrusion length, or, more generally,

volume-averaged salt content.

Posing the estuarine adjustment problem in terms of a

simple box model, as we have done here, helps elucidate

the time-dependency effects in different estuaries and

FIG. 11. Estuarine speedup factor t* in (Qin/Qr) 2 (Ds/sin)
parameter space [Eq. (20)]. The black and gray contours are for

S 5 0.3 and S 5 0.7, respectively (Galveston Bay and Puget

Sound). Estimates for the Hudson River and Puget Sound pa-

rameters were derived from Chen et al. (2012) and Sutherland

et al. (2011), respectively.
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reduces the aforementioned complexities of the prob-

lem. Using scaling arguments to predict salt content (or

intrusion length) and salt difference at the mouth from

instantaneous river flow, that is, Lx (or S) ; Q21/n
r , re-

quires time-averaging the inputs in order to satisfy a

steady-state assumption and apply existing theory (e.g.,

Geyer 2010; Guha and Lawrence 2013). Unambiguously

defining this averaging time scale is an issue because, as

we have shown here and as was also shown in Rayson

et al. (2016), estuarine transport time scales are them-

selves time dependent. The box model used here by-

passes this issue of time-averaging the forcing and

captures the relationships between river flow, exchange

flow, and the mean salt content.

One aspect of the box model that will vary between

different estuaries is the relationship between the nor-

malized difference between inflow and outflow salinity

at the mouth d and the normalized salt content S.
Using a steady-state assumption, Geyer (2010) showed

that the normalized salinity difference can be modeled

with a freshwater Froude number [Eq. (15)]. Here, we

have simplified Guha and Lawrence (2013) and shown

that for Galveston Bay, the normalized salinity differ-

ence is proportional to the horizontal salinity gradient

squared [Eq. (21); Fig. 6]. This simplification has the

practical advantage of not requiring an estuarine Froude

number that will have an ambiguous definition in a

topographically complex estuary with highly variable

river forcing. Our d2 Smodel in Eq. (21) is appropriate

in other estuaries with a linear salinity gradient and

Frf ’ 0.05; otherwise, the original Guha and Lawrence

(2013) formulation [Eq. (17)] is likely to be more suitable

for estuaries with larger Frf. As pointed out by Guha and

Lawrence (2013), the normalized salinity difference de-

pendence on the longitudinal salinity gradient can only be

ignored when Frf� 1. The important contribution here is

the inclusion of the longitudinal salinity gradient in the

normalized salinity difference model.

The other unknown in the box model is the inward

total exchange flow Qin. Chen et al. (2012) showed that

Qin scales with the tidal flux for short estuaries (defined

as when the ratio of tidal excursion distance to estuary

length is large) and that a Simpson number scaling is

more appropriate for long estuaries. We showed that

at the mouth of Galveston Bay, Qin scales linearly

with both the tidal flux and the Simpson number even

though this estuary would be classified as long based

on this definition. Finally, since the adjustment time

in Galveston Bay is long relative to the time scale of

change in total exchange flow, which is mainly due to

fortnightly tidal modulations, a constant time-averaged

Qin was suitable to predict mean salinity for a 5-yr pe-

riod. In estuaries where the adjustment time is closer to

the forcing time scale, a time-dependent total exchange

flow will be necessary. Empirical estimates of the total

exchange flow based on tidal forcing and/or the Simpson

number are, however, possible to obtain, given suitable

numerical model or observation data.
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