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A common choice for the activation function that is computed at each node in a model neural network is one that is given by the logistic equation

$$
\alpha_{j}=\frac{1}{1+\exp \left[-\left(\sum_{i \in \mathrm{I}_{\mathrm{j}}} w_{i j} x_{i}+\theta_{j}\right) / T\right]}
$$

in which $\alpha_{j}$ is the activation value (in $[0,1]$ ) for the $j$ th unit (node), $\mathrm{I}_{\mathrm{j}}$ is the set $\left\{i_{1}, \ldots, i_{n}\right\}$ of inputs to $j, w_{i j}$ is the weight (in $\Re$ ) connecting an input $i$ to unit $j, x_{i}$ is the state (usually binary or in $[0,1]$ ) of $i, \theta_{j}$ is the threshold or bias (in $\left.\Re\right)$ for $j$, and $T$ is the temperature or gain parameter (in $\Re^{+}$, assumed herein to be 1). The activation value $\alpha_{j}$ is usually thought of as representing either the computed probability of the proposition or event ascribed to $j$ as its content, or the probability that $j$, as a binary unit, will turn on (i.e., that its state $x_{j}$ will be 1 rather than 0 ). The weight and threshold terms are often not given a clear probabilistic interpretation by those who use them in models, but intuitively a weight $w_{i j}$ expresses the strength of evidence in favor of (or against) the proposition represented by $x_{j}$ that is provided by $x_{i}=1$, and the threshold $\theta_{j}$ expresses the (positive or negative) tendency for $x_{j}$ to go to 1 in the absence of any of the inputs being on or "true". If $\alpha_{j}$ is identified with the probability of an event or proposition $B_{j}$ (which could be identical to the event $x_{j}=1$ ) given the input state vector (or vector of truth values) $\mathbf{x}=\left(x_{i_{1}}, \ldots, x_{i_{n}}\right)$ then the logit transformation of the probability $p\left(B_{j} \mid \mathbf{x}\right)$ defines an alternative form of the logistic equation (with $T=1$ ), namely,

$$
\operatorname{logit}\left[p\left(B_{j} \mid \mathbf{x}\right)\right]=\ln \frac{p\left(B_{j} \mid \mathbf{x}\right)}{1-p\left(B_{j} \mid \mathbf{x}\right)}=\sum_{i \in \mathbf{I}_{\mathbf{j}}} w_{i j} x_{i}+\theta_{j}
$$

If we are to interpret networks with logistic units in probabilistic terms, or if we wish to know how to translate probability statements into parameter values for such networks, then two questions that arise are (1) How can activation values, weights, and thresholds be expressed as functions of probabilities?, and (2) What assumptions about probabilities are embodied in the logistic model? Little if any attention appears to have been paid to these problems by statisticians, probably because logistic regression models are used primarily for prediction and the exact analysis of coefficients is not of great interest (Cox, 1970). Hinton \& Sejnowski (1983) discuss possible definitions for the weight and threshold parameters for the case of one input state $x_{i}$, under the assumptions that $\alpha_{j}$ represents $p\left(B_{j}\right)$, and that $x_{i}=1$ represents the presence of input evidence $A_{i}$, and $x_{i}=0$ represents its absence $\neg A_{i}$. The definitions on which they settle, for the restricted case of $\left|\mathrm{I}_{\mathrm{j}}\right|=1$, amount to the following:

$$
\theta_{j}=\operatorname{logit}\left[p\left(B_{j}\right)\right]+\sum_{i \in \mathrm{I}_{\mathbf{j}}} \ln \frac{p\left(\neg A_{i} \mid B_{j}\right)}{p\left(\neg A_{i} \mid \neg B_{j}\right)}, \quad w_{i j}=\ln \frac{p\left(A_{i} \mid B_{j}\right)}{p\left(A_{i} \mid \neg B_{j}\right)}-\ln \frac{p\left(\neg A_{i} \mid B_{j}\right)}{p\left(\neg A_{i} \mid \neg B_{j}\right)} .
$$

A similar semantics has been proposed by Geffner \& Pearl (1987). A very useful feature of these definitions, as Hinton and Sejnowski point out, is that the function for weights is symmetric in $A_{i}$ and $B_{j}$, implying that $w_{i j}=w_{j i}$. The semantics therefore provides a justification for the symmetry constraints often imposed by network architectures.

The definitions given above may be difficult to understand intuitively. However, if we extend the analysis of Hinton and Sejnowski to the case of multiple inputs, then an equivalent form can be given for these equations that defines $\theta_{j}$ as a function of one probability value, and requires just one additional probability value to be specified for each $w_{i j}$, viz,

$$
\theta_{j}=\operatorname{logit}\left[p\left(B_{j} \mid \neg A_{i_{1}}, \ldots, \neg A_{i_{n}}\right)\right], \quad w_{i j}=\operatorname{logit}\left[p\left(B_{j} \mid A_{i} \text { and } \neg A_{k} \text { for all } k \text { s.t. } k \in \mathrm{I}_{\mathrm{j}}, k \neq i\right)\right]-\theta_{j} .
$$

The parameters can thus be defined as functions of the probability of a hypothesis given evidence, rather than the reverse, and this may be easier to think about. Because the logit mapping is one-to-one we can recover these probabilities from the parameter values. Extension to multiple inputs also allows us to prove the following: For $\theta_{j}$ and $w_{i j}$ defined as above, $p\left(B_{j} \mid \mathbf{x}\right)$ can be computed as a logistic function of $\sum_{i \in \mathrm{I}_{\mathrm{j}}} w_{i j} x_{i}+\theta_{j}$ for each input vector x iff

$$
p\left(\mathrm{x} \mid B_{j}\right)=\prod_{i \in \mathrm{I}_{\mathbf{j}}} p\left(x_{i} \mid B_{j}\right) \text { and } p\left(\mathrm{x} \mid \neg B_{j}\right)=\prod_{i \in \mathrm{I}_{\mathbf{j}}} p\left(x_{i} \mid \neg B_{j}\right) \text {. }
$$

In words, assumptions of conditional independence among the components of x for both $B_{j}$ and $\neg B_{j}$ are necessary and sufficient conditions for exact representation of the probability model in a logistic function. From the definitions given above for $w_{i j}$ and $\theta_{j}$ one can derive a system of linear equations that significantly overdetermine the parameters and probabilities. When the conditional independence assumptions are violated, error-minimization (e.g. orthogonalization, least-squares) can be applied to the system to determine an optimal interpretation or assignment for the parameters. The analysis of violations suggests how much error-correction, in the form of informational redundancy, should be built into the network to achieve high accuracy.
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