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Abstract

In 1961, Nicholas Kaldor used his list of six “stylized” facts both to summarize

the patterns that economists had discovered in national income accounts and to

shape the growth models that they were developing to explain them. Redoing this

exercise today, nearly fifty years later, shows how much progress we have made. In

contrast to Kaldor’s facts, which revolved around a single state variable, physical

capital, our six updated facts force consideration of four far more interesting vari-

ables: ideas, institutions, population, and human capital. Dynamic models have

uncovered subtle interactions between these variables and generated important

insights about such big questions as: Why has growth accelerated? Why are there

gains from trade?
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1. Introduction

If you live from paper to paper, seminar to seminar, and conference to conference, it

is easy to lose faith in scientific progress. The risk is perhaps most pronounced at job

talks in areas outside our field of interest. “Isn’t this what they were arguing about last

year?” Or “last decade?”

In any assessment of progress, as in any analysis of macroeconomic variables, a

long-run perspective helps us look past the short-run fluctuations and see the underly-

ing trend. In 1961, Nicolas Kaldor stated six now famous “stylized” facts. He used them

to summarize what economists had learned from their analysis of 20th-century growth

and also to frame the research agenda going forward (Kaldor, 1961):

1. Labor productivity has grown at a sustained rate.

2. Capital per worker has also grown at a sustained rate.

3. The real interest rate or return on capital has been stable.

4. The ratio of capital to output has also been stable.

5. Capital and labor have captured stable shares of national income.

6. Among the fast growing countries of the world, there is an appreciable variation

in the rate of growth “of the order of 2–5 percent.”

Redoing this exercise nearly 50 years later shows just how much progress we have

made. Kaldor’s first five facts have moved from research papers to textbooks. There

is no longer any interesting debate about the features that a model must contain to

explain them. These features are embodied in one of the great successes of growth

theory in the 1950s and 1960s, the neoclassical growth model. Today, researchers are

now grappling with Kaldor’s sixth fact and have moved on to several others that we list

below.

One might have imagined that the first round of growth theory clarified the deep

foundational issues and that subsequent rounds filled in the details. This is not what

we observe. The striking feature of the new stylized facts driving the research agenda

today is how much more ambitious they are. Economists now expect that economic

theory should inform our thinking about issues that we once ruled out of bounds as

important but too difficult to capture in a formal model.
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Here is a summary of our new list of stylized facts, to be discussed in more detail

below:

1. Increases in the extent of the market. Increased flows of goods, ideas, finance,

and people — via globalization as well as urbanization — have increased the ex-

tent of the market for all workers and consumers.

2. Accelerating growth. For thousands of years, growth in both population and per

capita GDP has accelerated, rising from virtually zero to the relatively rapid rates

observed in the last century.

3. Variation in modern growth rates. The variation in the rate of growth of per

capita GDP increases with the distance from the technology frontier.

4. Large income and TFP differences. Differences in measured inputs explain less

than half of the enormous cross country differences in per capita GDP.

5. Increases in human capital per worker. Human capital per worker is rising dra-

matically throughout the world.

6. Long-run stability of relative wages. The rising quantity of human capital rela-

tive to unskilled labor has not been matched by a sustained decline in its relative

price.

In assessing the change since Kaldor developed his list, it is important to recognize

that Kaldor himself was raising expectations relative to the initial neoclassical model of

growth as outlined by Solow (1956) and Swan (1956). When the neoclassical model was

being developed, a narrow focus on physical capital alone was no doubt a wise choice.

The smooth substitution of capital and labor in production expressed by an aggregate

production function, the notion that a single capital aggregate might be useful, and the

central role of accumulation itself were all relatively novel concepts that needed to be

explained and assimilated. Moreover, even these small first steps toward formal models

of growth provoked substantial opposition.

The very narrow focus of the neoclassical growth model sets the baseline against

which progress in growth theory can be judged. Writing in 1961, Kaldor was already in-

tent on making technological progress an endogenous part of a more complete model

of growth. The tip-off about his intention is the inclusion of his final fact, which cited

the variation in growth rates across countries and which morphs here into our Fact 3
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about the increase in the the variation in growth with distance form the technology

frontier.

Growth theorists working today have not only completed this extension but also

brought into their models the other endogenous state variables excluded from consid-

eration by the initial neoclassical setup. Ideas, institutions, population, and human

capital are now at the center of growth theory. Physical capital has been pushed to the

periphery.

Kaldor had a model in mind when he introduced his facts. So do we. Providing a

conceptual outline of this model is a subsidiary goal of this paper. In the near term, we

believe that this model should capture the endogenous accumulation of and interac-

tion between three of our four state variables: ideas, population, and human capital.

For now, we think that progress is likely to be most rapid if we follow the example of the

neoclassical model and treat institutions the way the neoclassical model treated tech-

nology, as an important force that enters the formalism but which evolves according

to a dynamic that is not explicitly modeled. Out on the horizon, we can expect that

current research on the dynamics of institutions and politics will ultimately lead to a

simple formal representation of endogenous institutional dynamics as well.

2. The Formal Foundations of Modern Growth Theory

One of the great accomplishments of neoclassical growth theory is that it produced a

single model that captured the first five of Kaldor’s facts. Five different models, one for

each fact, would have been a much less significant intellectual achievement. General

equilibrium modeling in the sense of Solow and Swan allows the use of simple func-

tional forms, but still insists on a unified framework where different specialized lines

of inquiry can be integrated to reveal the connections between seemingly unrelated

observations.

One could create a different partial equilibrium model for each of our six facts.

For example, increases in the extent of the market might be explained by exogenous

changes in transport costs and exogenous changes in laws that limited trade in goods

and incoming foreign direct investment. One could also model increases in rates of

growth as the result of exogenous changes in institutions. This kind of approach misses
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the deep connections that the applied general equilibrium approach uncovers.

The other great accomplishment of the neoclassical model, one which has rever-

berated throughout macroeconomics ever since, was its explicit microeconomic foun-

dations. Reduced form expressions that are not derived from fundamentals restrict the

evidence one can bring to bear on the model, limit its utility in policy analysis, and

narrow its focus. External increasing returns are a recurring example of this kind of re-

duced form approach. Growth models that rely on this assumption typically assume

that the underlying spillovers stop at a national border. The resulting model may seem

useful for studying trends in a closed economy but is mute or unreliable when used to

address questions about international trade or direct foreign investment.

The key to progress in growth theory has always been a tractable description of pro-

duction possibilities based on a production function and a small list of inputs. Modern

growth theory has added a stock of ideas and a stock of human capital to the familiar

inputs of physical capital and workers. It has also returned to classical concerns about

the endogenous dynamics of population. We turn now to an overview of these variables

as well as the institutions that shape their evolution.

Of the three state variables that we endogenize, ideas have been the hardest to bring

into the applied general equilibrium structure. The difficulty arises because of the

defining characteristic of an idea, that it is a pure nonrival good. A given idea is not

scarce in the same way that land or capital or other objects are scarce; instead, an idea

can be used by any number of people simultaneously without congestion or depletion.

Because they are nonrival goods, ideas force two distinct changes in our thinking

about growth, changes that are sometimes conflated but are logically distinct. Ideas in-

troduce scale effects. They also change the feasible and optimal economic institutions.

The institutional implications have attracted more attention but the scale effects are

more important for understanding the big sweep of human history.

The distinction between rival and nonrival goods is easy to blur at the aggregate

level but inescapable in any microeconomic setting. Picture, for example, a house that

is under construction. The land on which it sits, capital in the form of a measuring

tape, and the human capital of the carpenter are all rival goods. They can be used to

build this house but not simultaneously any other. Contrast this with the Pythagorean

Theorem, which the carpenter uses implicitly by constructing a triangle with sides in
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the proportions of 3, 4 and 5. This idea is nonrival. Every carpenter in the world can

use it at the same time to create a right angle.

Of course, human capital and ideas are tightly linked in production and use. Just

as capital produces output and forgone output can be used to produce capital, human

capital produces ideas and ideas are used in the educational process to produce human

capital. Yet ideas and human capital are fundamentally distinct. At the micro level,

human capital in our triangle example literally consists of new connections between

neurons in a carpenter’s head, a rival good. The 3-4-5 triangle is the nonrival idea.

At the macro level, one cannot state the assertion that skill-biased technical change is

increasing the demand for education without distinguishing between ideas and human

capital.

The scale effect of ideas follows immediately from nonrivalry. The value of the 3-4-5

triangle increases in proportion to the number of houses under construction. If there

are many different people in different regions who are building houses, there are effi-

ciency gains to be had from connecting them together so that the idea can be utilized

everywhere as soon as it has been discovered somewhere. The 3-4-5 triangle might be

shared in written or spoken form, or used to make T-squares that are shipped to all

other locations. No matter how it is communicated and reused, nonrivalry by itself

creates strong incentives for economic integration among the largest possible group of

people. As we will argue in the next section, this is the best candidate explanation for

Fact 1, the relentless pressure for expansion in the extent of the market.

Another consequential idea, one that was discovered much more recently, is oral

rehydration therapy: if you add some salt and minerals and, critically, a little sugar to

water, you can rehydrate a child who would otherwise die from diarrhea. This simple

idea now saves millions of lives each year. Like the idea of a 3-4-5 triangle, it is much

easier to teach this idea once it has been discovered than to have each person go out

and try to rediscover it on his or her own.

In this context, the key point is that nonrivalry did not come to the forefront of

growth theory because of attention to Fact 1 and interest in the extent of the market.

Rather, this concept emerged from the study of Fact 2, the acceleration of growth over

time. It was the commitment to the methods of applied general equilibrium theory that

uncovered the surprising link to the extent of the market and the gains from trade.
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The discussion of the carpenter already suggests important connections between

nonrival ideas, investment in human capital, and scale or population. Of the four state

variables needed to make sense of the new list of facts, this leaves only institutions. As

we have indicated above, we are far away from a simple formal model that can describe

how institutions evolve. However, a model that allows for ideas suggests that institu-

tions are more complicated and matter much more than the neoclassical model once

suggested.

As just one example, recall that the increasing returns to scale that is implied by

nonrivalry leads to the failure of Adam Smith’s famous invisible hand result. The insti-

tutions of complete property rights and perfect competition that work so well in a world

consisting solely of rival goods no longer deliver the optimal allocation of resources in a

world containing ideas. Efficiency in use dictates price equal to marginal cost. But with

increasing returns, there is insufficient output to pay each input its marginal product;

in general, price must exceed marginal cost somewhere to provide the incentive for

profit maximizing private firms to create new ideas.1 This tension is at the heart of the

problem: a single price cannot simultaneously allocate goods to their most efficient

uses and provide the appropriate incentives for innovation.

An important unresolved policy question is therefore the optimal design of institu-

tions that support the production and distribution of nonrival ideas. In practice, most

observers seem to agree that some complicated mix of secrecy, intellectual property

rights that convey partial excludability, public subsidies through the institutions of sci-

ence, and private voluntary provision is more efficient than any corner solution like

that prescribed for rival goods. We are, however, very far from results we could derive

from first principles to guide decisions about which types of goods are best served by

which institutional arrangement.

In what follows, a key point is that the institutions that underlie the production and

distribution of new ideas have evolved over time, dramatically so in the last couple of

centuries. Growth driven by the discovery of new ideas, both in the recent past and in

the foreseeable future, must be understood to occur in the context of institutions such

as universities and laws supporting intellectual property rights that have been evolving,

1Boldrin and Levine (2008) make the point that without any markup, innovation can sometimes arise
through a process of voluntary provision of a pure public good, but this observation has the potential to
capture only a small part of the innovation that takes place in the private sector of a modern economy.
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that are almost surely not yet optimal, and that will continue to change in the future.

3. The New Stylized Facts

What then are the new facts that growth models should explain? We return to our list.

Fact 1: Increases in the extent of the market.

Increased flows of goods, ideas, finance, and people — via globalization

as well as urbanization — have increased the extent of the market for all

workers and consumers.2

Figure 1 illustrates two manifestations of this fact. For recent decades, it shows the

rising share of world trade (imports plus exports) and foreign direct investment in world

GDP. World trade as a share of GDP has nearly doubled since 1960. But this surely masks

a much larger increase in economic integration. One piece of evidence supporting this

argument is that FDI as a share of world GDP has increased by a factor of 30, from less

than a tenth of a percent of GDP in 1965 to 2.8 percent of GDP in 2006.

While trade and FDI are key facets of the rising extent of the market, the fact itself

is even broader and includes the flow of ideas and people, within as well as across bor-

ders. International flows of ideas are indicated by cross-country patent statistics. For

example, in 1960, 83% of patents granted by the U.S. Patent and Trademark Office were

to domestic entities. In recent years, that fraction has fallen to about 50%.3 Within

countries, urbanization rates have risen sharply. The fraction of the world’s population

living in cities increased from 29.1% in 1950 to 49.4% in 2007 and is projected to rise

even further to 69.6% by 2050 (United Nations, 2008). Finally, with the rise of the World

Wide Web, information flows both across and within countries have exploded.

All these are facts that we largely take for granted but which cry out for explanation.

Why is it that a country with 300 million residents that is as geographically diverse as

the United States can still enjoy gains from trade with the rest of the world? Or why

should the Western Hemisphere as a whole benefit from trade with the other half of the

2Examples of research that contributed to documenting this fact include Krugman (1995) and Feenstra
(1998).

3See the National Science Foundation’s Science and Engineering Indicators.
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Figure 1: The Rise in Globalization
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globe? When nonrival goods are present, the gains from trade are not exhausted until

everyone is connected to everyone else.

Robert Lucas (1988) emphasized a similar point in the context of cities. Why is it that

so many people pay high rent to be near so many other people who pay high rent? The

same point applies to trade flows and FDI. We take it for granted that trade is good, but

rarely stop to ask why. The developers of new trade theory explained why the pattern of

trade took the form that it did, with trade flows between countries that were similar at

the aggregate level (Krugman, 1979; Helpman and Krugman, 1985). Like Lucas, Krug-

man (1991) also drew the parallel between spatial patterns of production and models

of trade. All these models turn on the observation that each individual is better off if

she can interact with others just like her. The explanation for this positive association

between individual welfare and the size of the market is often buried in a functional

form with increasing returns to scale or some benefit from variety, which is limited by

fixed costs. The claim here is that the deeper explanation turns on nonrivalry.

To make this point, start with a simple model with a stock of rival physical goods

X, which could be natural resources. Add to these L individuals who can supply labor
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and a set of ideas A. If sugar, salt, and water are typical rival goods, an idea is a formula

like that for oral rehydration therapy that lists just the right proportions to turn them

into a life-saving medicine. If total output takes the form Y = F (A,X,L), the standard

replication argument for rival goods implies that there are constant returns to X and L

together, so output per capita is Y/L = F (A,X/L, 1).

The most obvious point, which goes back at least to Malthus, is clear from this ex-

pression. With any fixed set of ideas A, average welfare has to be decreasing in the size

of the population L. As L increases, the per capita endowment of the rival goods falls.

Growth can still take place, at least for a while, if the stock of ideas provides instruc-

tions for converting some components of X (iron ore perhaps) into other components

(machine tools.) Nevertheless, as long as these transformations are governed by con-

vex production possibilities, an increase in L has an unambiguously negative effect on

average welfare.

Now suppose that the stock of ideas is proportional to L. (For example, this would

be true in the long run if each person has a fixed probability of discovering a new idea

and there is constant population growth.) Then output per capita becomes Y/L =

F (L,X/L, 1). An increase in L is harmful because of its effect on per capita supplies of

the rival goods X but beneficial because of the increase in the stock of nonrival goods A.

In principle, it is possible that as L increases, either effect could dominate. In practice,

urbanization, increased trade, globalization in all of its forms, and the positive trend

in per capita income all point in the same direction. In the long run, the benefits of a

larger population which come from an increase in the stock of available ideas decisively

dominates the negative effects of resource scarcity. In such a world, any form of inter-

action that lets someone interact with many others like her and share in the ideas they

discover is beneficial, and the benefit need not be exhausted at any finite population

size.

We can add some numbers to this argument by considering a practical question

of current relevance. China’s population is roughly equal to that of the United States,

Europe, and Japan combined. Over the next several decades, the continued economic

development of China might plausibly double the number of researchers throughout

the world pushing forward the technological frontier. What effect will this have on in-

comes in countries that share ideas with China in the long run?



THE NEW KALDOR FACTS 11

To address this question, we can use functional forms to make the argument from

above concrete. Write output per person y, as an increasing function of the number of

people with whom an individual can share ideas, L:

y = mLγ (1)

For example, if the function F is Cobb-Douglas, γ is equal to the difference between

the exponent on the nonrival input A and and sum of the exponents on rival goods in

the vector X. This exponent γ measures the degree of increasing returns, and m is a

factor of proportionality that captures the effects of institutions, human capital, and

other accumulation processes.

Many fully specified idea-based growth models deliver an expression like that in

equation (1).4 This is most precisely true in the semi-endogenous growth models of

Jones (1995), Kortum (1997), and Segerstrom (1998), for example, in which the scale

effect from nonrivalry shows up in the level of output per capita but not in the long

run growth rate. The first-generation idea-based models of Romer (1990), Aghion and

Howitt (1992), and Grossman and Helpman (1991) had even stronger scale effects in

the sense that a larger population implies a permanently faster rate of growth, which

of course means higher levels. For those models, the calibration exercised offered here

can be thought of as a rough lower bound on potential benefits from an increase in

scale.

Based on equation (1), one could try to calibrate the value of γ by comparing per

capita income growth to growth in the size of the relevant idea-generating population.

An obvious problem with this approach, however, is that m is not constant: changes in

institutions, education, and research intensity, for example, are important over any rea-

sonable time period from which we can take data. Jones (2002) discusses how to handle

this problem and recover the value for γ. There, the level of total factor productivity is

proportional to the number of researchers raised to the power γ, which is just another

version of equation (1). In the long run, the value of γ must be such that these two

series have the same time trend; in other words, γ must equal the ratio of TFP growth

to the growth rate of the effective number of researchers. In the United States between

4For a discussion of the main exceptions, see Jones (1999).
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1960 and 1993, Jones (2002) documents that TFP growth was about 1% per year and the

effective number of researchers contributing to ideas used in the United States grew at

about 4% per year, suggesting a value of γ ≈ 1/4.

One can, of course, quibble with these numbers. For example, by ignoring the

gains associated with rising life expectancy and mismeasured quality, it is possible that

growth is actually twice as fact, suggesting that γ should be doubled.5 Alternatively,

perhaps all people — not just those labeled formally as “researchers” by statisticians —

contribute to idea production. In this case, one might argue that the growth rate of re-

search inputs is only about 1% per year rather than 4%, which would raise γ by a factor

of 4. Taking these arguments together, one could make a case for a value of γ as high as

1 or even 2 instead of 1/4.

What does this imply about the gains from economic integration resulting from

China’s development in coming decades? If the number of researchers effectively dou-

bles, then per capita income in the United States and in other countries benefiting from

China’s ideas could rise by a factor of anywhere from 21/4 = 1.2 to 21 = 2 or even 22 = 4,

depending on the value of γ. Even the smallest of these numbers — the 20% gain asso-

ciated with γ = 1/4 — is large by the standards of the conventional trade literature.6 It

is also large compared to most estimates of the entire cost to the United States of reduc-

tions in carbon emissions, so even if we assume (unrealistically) that growth in China

is to blame for all the mitigation we do, we are still better off because of that growth .

And the gains could be substantially larger.

The key lesson from the first fact is that there are powerful incentives for connecting

as many people as possible into trading networks that make all ideas available to every-

one. This incentive, we claim, is the deep explanation for all the different processes that

are making it easier for ever more people to connect with each other.

5For example, Nordhaus (2003) suggests that gains in life expectancy in the 20th century are roughly

just as valuable as gains in non-health consumption.
6Eaton and Kortum (2002) and Ramondo and Rodriguez-Clare (2009) study these gains in detailed

models of trade and multinational production and report relatively small benefits. We thank Andres
Rodriguez-Clare and Lant Pritchett for suggestions that motivate this example.
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Figure 2: Population and Per Capita GDP over the Very Long Run
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Fact 2: Accelerating growth.

For thousands of years, growth in both population and per capita GDP

has accelerated, rising from virtually zero to the relatively rapid rates ob-

served in the last century.7

This fact is documented in Figure 2, which shows population and per capita GDP

for “the West” — an amalgam of the United States and twelve western European coun-

tries for which Maddison (2008) reports data going back 2,000 years. Plotted on a lin-

ear scale, the by-now-familiar “hockey stick” pattern would be highlighted, where both

population and per capita GDP appear essentially flat for nearly two thousand years

and then rise very sharply in the last two centuries. We’ve chosen to plot these two se-

ries on a logarithmic scale instead to emphasize the point that the rates of growth —

the slopes of the two series — have themselves been rising over time.

7Examples of research that contributed to documenting and analyzing this fact include Romer (1986),
Lee (1988), Kremer (1993), Galor and Weil (2000) and Clark (2007).
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Kremer (1993) documents this fact for world population, going back 1 million years

in history. The growth rate of population is zero to several decimal places for hundreds

of thousands of years. For example, from 25,000 B.C. to 1 A.D., the population grows at

an average annual rate of only 0.016%. Nevertheless, the power of exponential growth is

such that the level of population increased substantially, from 3.3 million to 170 million.

The growth rate in recent decades is approximately 100 times faster.

Nordhaus (1997) provides a tangible example linking accelerating growth to ideas in

his famous “price of light” calculation. Between 38,000 B.C. and 1750 B.C., the real price

of light fell by a total of about 17%, based on the transition from animal or vegetable fat

to sesame oil as a fuel. The use of candles and whale oil reduced the price by a further

87% by the early 1800s, an average annual rate of decline of 0.06% per year. Between

1800 and 1900, the price of light fell at an annual rate that was 38 times faster, 2.3%,

with the introduction of the carbon filament lamp. And then in the 20th century, the

price of light has fallen at the truly remarkable pace of 6.3% per year with the use of

tungsten filaments and fluorescent lighting. New ideas are very clearly at the heart of

this accelerating productivity growth.8

If Fact 1 is fundamentally about the static gains from scaling given ideas across ever

larger markets, Fact 2 is its dynamic counterpart. More people lead to more ideas. For

most of human history, more ideas made it possible for the world to support more peo-

ple. In a dynamic version of the model used to explain Fact 1, this simple feedback loop

generates growth rates that increase over time.

To see this, consider a simple model based on Lee (1988) and Kremer (1993). Inter-

pret the rival good X as land, which is fixed and normalized to one (X = 1). Suppose

consumption Y is produced using ideas A, land X, and labor L:

Yt = AtX
βL1−β

t . (2)

Assume that each person discovers α ideas as a side effect of other activities:

Ȧt = αLt. (3)

8These calculations are based on Table 1.4 in Nordhaus (1997).
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We can close the model in two ways, depending on what assumption we make re-

garding the evolution of population. To begin, we use the Malthusian assumption that

the number of people jumps immediately to whatever level is consistent with subsis-

tence output, ȳ, which we normalize to one:

Yt/Lt = ȳ = 1. (4)

Combining equations (2) and (4), it is easy to see that the level of the population at any

point in time will be proportional to the number of ideas raised to some power. And

substituting this result into (3) yields

Ȧt = αA
1/β
t . (5)

Because the land share β is less than one, the exponent in this equation is greater than

one: the growth rate of ideas accelerates over time. And since population is a power

function of the number of ideas, population growth similarly accelerates over time. In

fact, if these forces are unchecked, it is easy to show that both ideas and population

become infinite in a finite amount of time. Such is the power of faster-than-exponential

growth!

Of course, it is biologically impossible for the population growth rate to become in-

finite in finite time. At some point, human fertility can’t keep up. This leads to a second

way to close the model. One can relax the assumption that population adjusts instan-

taneously to drive income down to subsistence and replace it with an economic model

of fertility. At low rates of growth and low levels of income, desired fertility may be able

to keep up with new ideas, so per capita income remains close to the subsistence level

and population growth accelerates. Eventually, though, fertility and population growth

level out. Growth in per capita income then accelerates until it reaches modern rates.

The acceleration of population growth and per capita growth are striking bits of

time series evidence that support the feedback between population and ideas. There

is no comparable cross sectional evidence at the level of individual nations because

economic integration lets countries of widely varying sizes draw from a shared pool of

ideas. Until India reformed its trade and investment laws, workers in tiny Hong Kong

may have had access to more ideas than workers in much of India.
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Searching for a case where economic integration does not pollute the cross-section,

Kremer (1993) and Diamond (1997) document their famous example of regions isolated

by the melting of the polar ice caps at the end of the last ice age. Five regions that began

as similar hunter-gatherer societies around 10,000 B.C. look extremely different when

the world is re-integrated by the time of Columbus, around 1500 A.D. These outcomes

correlate perfectly with the land areas and initial populations, just as the increasing re-

turns associated with nonrivalry would predict. The Eurasian-African continent is the

region using large ships to explore the rest of the world, the Americas contains the Maya

and Aztec civilizations with their cities and calendars, Australia has advanced some-

what with the boomerang, polished stone tools, and fire-making technologies, Tasma-

nia remains a primitive hunter-gatherer society, and the people of the tiny Flinders Is-

land have died out completely.

Looking forward, virtually all demographic projections call for the number of hu-

mans on earth to reach a maximum in this century, which may lead to a slowing of

growth in technology. Many forces could offset this change. The effective number of

people with whom each individual can share ideas could grow through more intense

integration. The total number of people living in cities will continue to grow long after

total population has begun its decline. Barring some drastic political setback, the trade

and communication links between all these cities will also grow tighter still. Rising lev-

els of human capital per capita could make the average individual better at discovering

and sharing ideas. If new institutions change incentives, the fraction of the available

human capital that is devoted to producing and sharing ideas could go up fast enough

to offset the decline in the total. These forces have been operating in much of the OECD

during the last half century and there is much room for each to have big effects as poli-

cies and levels of human capital in places like China and India come to resemble those

in the OECD. For all these reasons, it is quite possible that growth at the technological

frontier could continue for the foreseeable future and who knows, might even increase

yet again in this century compared to the last. Nevertheless, this century will mark a

fundamental phase shift in the growth process. Growth in the stock of ideas will likely

no longer be supported by growth in the total number of humans.
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Figure 3: Growth Variation and Distance from the Frontier
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Fact 3: Variation in modern growth rates.

The variation in the rate of growth of per capita GDP increases with the

distance from the technology frontier.9

Figure 3 illustrates this fact by showing one of the more familiar graphs in the growth

literature, the “triangle” plot of the average annual growth rate between 1960 and 2000

against initial per capita GDP. At the frontier, the United States is one of the richest

countries in the world and exhibits steady growth at a rate of about 2% per year. The

variation of growth rates is much smaller for the richest countries than for the poor-

est. Both rapid catch-up growth and tremendous lost opportunities can be seen in the

growth experiences among the poor.

One of the main reasons the variance far from the frontier can be so high is that the

rate at which rapid catch-up growth can occur is now faster than it has ever been. For

example, between 1950 and 1980, growth in Japan averaged 6.5% per year. More re-

cently, China’s catch-up growth has been even faster, averaging 8.2% between 1980 and

9Examples of papers that contributed to documenting and analyzing this fact include Romer (1987),
DeLong (1988), Lucas (1988) and Barro (1991).
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2004; per capita GDP in China has risen by a factor of seven in just a single generation.

By comparison, the most rapid growth in the world between 1870 and 1913 occurred in

Argentina, at a rate that averaged less than 2.5% per year.10 Comin and Hobijn (2008)

show this same increase in data on the take up of individual technologies in different

countries. Adoptions lags have been growing shorter over time.

Yet this rapid catch-up is far from the norm. Ethiopia and Nicaragua provide two

examples. Growth in Ethiopia has been slow and unsteady. In 1950, Ethiopia was 34

times poorer than the United States. By 2003, however, this ratio had risen to 50. For

Nicaragua, the situation is even worse, as per capita GDP has actually declined over the

last half century.

Before discussing this fact in the context of growth theory, we state the next closely-

related fact.

Fact 4: Large Income and TFP differences.

Differences in measured inputs explain less than half of the enormous

cross country differences in per capita GDP.11

As shown in Figure 4, per capita GDP in the poorest countries of the world is about

1/50th of that in the United States. Just as Solow (1957) documented a large total factor

productivity (TFP) “residual” in accounting for growth over time, there is a large TFP

residual — when measured in a conventional neoclassical setup — in accounting for

differences in levels of per capita GDP across countries. In both cases, the residual is

quantitatively at least as important as the measured factor inputs. The differences in

income and TFP across countries are large and highly correlated: poor countries are

poor not only because they have less physical and human capital per worker than rich

countries, but also because they use their inputs much less efficiently.12

Facts 3 and 4 are closely related: there are enormous income differences across

countries, but these gaps can occasionally be closed with remarkable speed. And while

10China’s recent growth is measured using the Penn World Tables 6.2. The fact about Argentina is taken
from the 2008 update of Angus Maddison’s data.

11Examples of papers that contributed to documenting this fact include Mankiw, Romer and Weil (1992),
Islam (1995), Caselli, Esquivel and Lefort (1996), Klenow and Rodriguez-Clare (1997), Hall and Jones

(1999), and Clemens, Montenegro and Pritchett (2008). See Caselli (2005) for an overview.
12The TFP measure is constructed following the methodology in Hall and Jones (1999). It corresponds

to the value of A in a production function Y = Kα(AhL)1−α, with α = 1/3 and h measured as average
efficiency units of labor per worker in a Mincerian schooling approach.



THE NEW KALDOR FACTS 19

Figure 4: Large Income and TFP Differences
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ideas (in our reading of the literature) are a generally accepted explanation for eco-

nomic growth in the frontier countries, the role of ideas in explaining economic de-

velopment — the rising rates of catch-up growth and large income differences across

countries — is less widely appreciated.

The textbook explanation for the rapid catch-up growth that we see in Japan, South

Korea, and China is transition dynamics in a neoclassical growth model. A significant

problem with this explanation, of course, is that it is based on a closed-economy setting

where capital cannot flow across countries to equate marginal products. But interna-

tional capital flows seem important in practice; for example, Caselli and Feyrer (2007)

show that marginal products of capital are remarkably similar across countries. While

the textbook transition dynamics — driven by diminishing returns to capital accumu-

lation — are elegant and easy to explain, they are most likely not especially relevant to

catch-up growth in practice. Instead, one of two directions is more promising. It could

be that some kind of adjustment costs in an open economy provide the diminishing
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returns that govern transition dynamics (Barro, Mankiw and Sala-i-Martin, 1995). Al-

ternatively, catch-up growth could be associated with the dynamics of idea flows and

technology adoption.13 The fact that rates of catch-up growth have been rising over

time is difficult to understand in a pure neoclassical framework but is a natural oc-

currence in a world of ideas, where the technology frontier is relevant to what can be

achieved. For some reason — perhaps because the diminishing returns to capital in a

production function are much easier to measure than the process of technology adop-

tion — the idea explanation for catch-up growth is not as well-established as it probably

should be.

There is very broad agreement that differences in institutions must be the funda-

mental source of the wide differences in growth rates observed for countries at low lev-

els of income and for the low income and TFP levels themselves. In any model, bad

institutions will distort the usage of rival inputs like labor and capital (Banerjee and

Duflo, 2005; Restuccia and Rogerson, 2008; Hsieh and Klenow, 2009). Our point is that

one must allow for the possibility that they also distort the adoption and utilization

of ideas from leading nations. The potential for ideas to diffuse across countries can

significantly amplify the effects of institutions.

The interaction between institutions and idea flows is easy to illustrate in familiar

contexts. For example, until 1996, opponents successfully used the local permit process

to keep Wal-Mart from building stores or distribution centers in Vermont. This kept

powerful logistics ideas like cross-docking that Wal-Mart pioneered from being used

to raise productivity in retailing in the state. Such nonrival ideas must have been at

least partly excludable. This is why Wal-Mart was willing to spend resources developing

them and why competitors were not able to copy them. All this fits comfortably in the

default model of endogenous discovery of ideas as partially excludable nonrival goods.

Some economists have suggested that even though ideas should be treated as par-

tially excludable nonrival goods in the country at the technological frontier where new

ideas are discovered, they should nevertheless be treated as pure public goods when we

consider questions of development. This might sound reasonable in the abstract, but

at the micro-level of a specific idea it can seem absurd. It would imply that institutions

13See Nelson and Phelps (1966), Parente and Prescott (1994), Romer (1994), Howitt (2000), Klenow and
Rodriguez-Clare (2005), and Lucas (2009).
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could keep cross-docking out of Vermont, at a time when it was available in Japan and

North Korea.

The pure public good approach also makes it very difficult to address one of the

most striking episodes in modern history. By something like 1300 A.D., China was the

most technologically advanced country in the world, with a large integrated popula-

tion. According to the Lee model, it should have persisted indefinitely as the world

technology leader. The explosive dynamics of the virtuous circle between population

and ideas suggests that such technological leads should never be lost. Only a remark-

able and persistent failure of institutions can explain how China fell so far behind Eu-

rope. A model in which institutions can stifle innovation could explain why China lost

the lead, but it takes a model in which institutions can also stop inflows of ideas from

the rest of the world to explain why, for more than 500 years, ideas developed in the

west were not more systematically adopted in China.

If incentives, and hence institutions, can influence the rate of discovery of partially

excludable nonrival goods, they must also be able to influence the spread and utiliza-

tion of these goods. We see this at the level of entire nations. We also see wide varia-

tion in the utilization of specific technologies like cross-docking. For example, Baily,

Gersbach, Scherer and Lichtenberg (1995) note the use of different technologies in

Germany, Japan, and the United States in manufacturing steel (the use of minimills

or modern integrated mills) and beer (mass production equipment versus small brew-

eries). Comin and Hobijn (2004) document that many different technologies are uti-

lized with widely varying intensities throughout the world, including electricity, per-

sonal computers, and shipping technologies.

There is much interesting work that tries to explain why inefficient institutions can

persist and why efficient institutions can be difficult to establish (Acemoglu and Robin-

son, 2006; Greif, 2006; North et al., 2009). As that work progresses, it seems reasonable

to insist that models of growth and development allow for the possibility that politi-

cal and regulatory institutions like those in used in Vermont can sometimes be used in

different countries to keep out technologies like cross-docking. At the other extreme,

it also seems reasonable to allow for the possibility that in some countries (think of

Haiti or Somalia as extreme cases) ideas like cross-docking are sometimes not brought

into a country because its institutions cannot assure even the most basic elements of
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Figure 5: Years of Schooling by Birth Cohort, United States
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personal security and protection of private propety.

Fact 5: Rising human capital.

Human capital per worker is rising throughout the world.

One of Kaldor’s main stylized facts was the sustained growth in capital per worker

over time. Fact 5 is the human capital counterpart. Figure 5 documents the sustained

increase in educational attainment over time in the U.S. economy. The cohort born in

1920 obtained just over 10 years of education, while the cohort born in 1980 went to

school for 14 years. Another way to look at education is by the average years of educa-

tional attainment for the entire labor force in a given year. By this measure (not shown),

educational attainment has, until recently, increased by about one year per decade. As-

suming a Mincerian return to education of 6% per year, this increase contributes about

0.6 percentage points per year to U.S. growth, a significant fraction of our 2% per capita

growth. The slowdown by birth cohort shown in Figure 5 suggests that average years of

education in the labor force is destined to slow in the future, erasing this 0.6 percentage

points in the decades to come.
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Figure 6: The U.S. College and High School Wage Premiums
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Another of Kaldor’s facts was that the rise in the capital-labor ratio occurred without

a decline in the real interest rate. A natural interpretation of these two facts is that

technological progress kept the marginal product of capital from declining. A similar

phenomenon occurs with human capital, as shown in our last stylized fact.

Fact 6: Long-run stability of relative wages.

The rising quantity of human capital relative to unskilled labor has not

been matched by a sustained decline in its relative price.

Figure 6 shows the college and high school wage premiums in the United States.

While there is (interesting) variation in these premiums over time, one of the main

things that stands out is this: despite the large increases in educational attainment by

some people in the United States, the wage premiums associated with college and with

high school show no tendency to decline. The standard interpretation of this fact is that

skill-biased technical change has shifted out the relative demand for highly-educated

workers, more than offsetting the downward pressure on the wage premium that is as-

sociated with the increase in their relative supply (Katz and Murphy, 1992). Similar

facts apply more generally throughout the world, as reviewed by Goldberg and Pavcnik
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(2007).

A fascinating question to consider is why technological change might be skill-biased

in this fashion. Acemoglu (1998), emphasizing nonrivalry and the interaction between

scale and incentives, argues that a key determinant of the direction of technical change

is the number of people for whom the new technology will be useful. The rising supply

of highly-educated labor tilts technical change in its own direction. Another related

possibility is tied to the rising extent of the market cited in Fact 1. In particular, when

research is conducted primarily in the advanced countries, increases in the extent of

the market to developing countries will raise the return to ideas and therefore the wages

of the people who produce them.

4. Conclusion

In 1961, Nicholas Kaldor used his list of six “stylized” facts to summarize what was then

known about economic growth and to shape the direction of research in the future. Re-

doing this exercise today, nearly fifty years later, reveals just how much progress has

been made. Whereas Kaldor’s original facts were explained almost entirely using the

neoclassical growth model, the facts we highlight reveal the broader reach of modern

growth theory. To capture these facts, a growth model must consider the interaction

between ideas, institutions, population, and human capital. Two of the major facts of

growth — the extraordinary rise in the extent of the market associated with globaliza-

tion and the acceleration over the very long run — are readily understood as reflecting

the defining characteristic of ideas, their nonrivalry. The next two major facts — the

enormous income and TFP differences across countries as well as the stunning vari-

ation in growth rates for countries far behind the technology frontier — testify to the

importance of institutions and institutional change. Our final two facts parallel two of

Kaldor’s original observations, but whereas his emphasis was on physical capital, the

emphasis in modern growth theory is on human capital. Human capital per worker is

rising rapidly, and this occurs despite no systematic trend in the wage premium asso-

ciated with education.

These facts also reveal important complementarities among the key endogenous

variables. The virtuous circle between population and ideas accounts for the acceler-
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ation of growth. Institutions may have their most important effects on cross-country

income differences by hindering the adoption and utilization of ideas from through-

out the world. Institutions like public education and the university system are surely

important for understanding the growth in human capital. And institutions are them-

selves ideas — inventions that shape the allocation of resources — and the search for

better institutions is unending. Finally, the rising extent of the market, which raises

the return to ideas and therefore to the human capital that is a fundamental input to

idea production, may help explain why the college wage premium has not fallen sys-

tematically despite the huge increases in the ratio of college graduates to high school

graduates.

Such complementarities exemplify the value of the applied general equilibrium ap-

proach. They are the fundamental reason why we seek a unified framework for under-

standing growth. Going forward, the research agenda will surely include putting ingre-

dients like those we have outlined in this paper together into a single formal model.

Further out on the horizon, one may hope for a successful conclusion to the ongoing

hunt for a simple model of institutional evolution. Combining that with the unified ap-

proach to growth outlined here would surely constitute the economics equivalent of a

grand unified theory — a worthy goal by which we may be judged when future genera-

tions look back fifty years from now and quaintly revisit our “ambitious” list of stylized

facts.
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