Available online at www.sciencedirect.com
SGIENCE@DIHEOT" Combustion
and Flame

www.elsevier.com/locate/combustflame

Serne i
ELSEVIER Combustion and Flame 143 (2005) 56-78

Hybrid large-eddy simulation/Lagrangian
filtered-density-function approach for simulating
turbulent combustion

Venkatramanan Ramén, Heinz Pitscld, Rodney O. FoX

& Center for Turbulence Research, Stanford University, Stanford, CA 94305, USA
b Department of Chemical Engineering, lowa State University, Ames, IA 50010, USA

Received 21 October 2004; received in revised form 12 May 2005; accepted 17 May 2005
Available online 9 September 2005

Abstract

A consistent hybrid large-eddy simulation/filtered-density-function approach (LES-FDF) is formulated for
variable-density low-Mach-number flows. The LES-FDF approach has been proposed as a suitable method for
finite-rate-chemistry-based predictive modeling of turbulent reactive flows. Due to the large computational grid
associated with LES, use of Lagrangian schemes is numerically expensive. In this work, a highly efficient parallel
Lagrangian implementation is used for the simulation of a nonpremixed flame. This bluff-body-stabilized flame
is characterized by complex flow fields that interact strongly with the combustion mechanism. A LES grid size
of 1 million computational cells and roughly 15 million notional particles is used to simulate a time-accurate
variable-density flow. The hybrid approach predicts the time-averaged velocity and root mean square (RMS) ve-
locity components quite accurately. Species profiles including hydroxyl radical compare well with experimental
data. Consistency and accuracy are established by comparing particle and Eulerian density, mixture fraction, and
RMS mixture fraction fields. Scalar FDFs at select locations are shown to be well approximated by the presumed
beta function used in typical combustion LES.

0 2005 The Combustion Institute. Published by Elsevier Inc. All rights reserved.

1. Introduction chemistry has posed a formidable challefitje Sig-
nificant advances in modeling passive turbulent flows

Predictive modeling of turbulent combustion has have been possible with the development of the large-
high practical value in diverse areas such as aircraft €ddy simulation (LES) technique]. LES directly
engines, power generation, and modeling chemical solves for the large scales of turbulent motion and
reactors. The phenomenal increase in computational Models the subfilter or the unresolved components.
power in the past decade has made many of these Since the interaction of turbulent mixing with com-
flow configurations numerically accessible. Neverthe- bustion chemistry occurs at subfilter-length scales, re-

less, the strong interaction of turbulence with complex actions need to be completely modeled. In practical
terms, this implies that the scalar transport equation

for a reactive scalar cannot be solved directly since
* Corresponding author. the reaction source term cannot be closed in terms of
E-mail addressyraman@stanford.edi. Raman). the mean reactive scalars alone.
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Combustion models for LES of nonpremixed con-
figurations are directly derived from corresponding
(RANS) models. Since LES resolves the large tur-
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Use of particle schemes have so far been lim-
ited to simple flow configurations primarily due to
the computational cost and numerical stability issues.

bulence scales, such models have been found to be With recent advances in computational power, the

quite effective in modeling reactiorj8]. Most mod-
els currently used in LES of turbulent combustion

use a conserved-scalar approach based on the mix-

ture fraction. In particular, the steady laminar flamelet
model (SLFM) uses the filtered mixture fraction and

the dissipation rate of the mixture fraction to describe
the thermochemical state. For fast chemistry with no
extinction, this model has been found to be quite ac-
curate[1,4]. The key advantage of the steady laminar

computational expense might be overcome for many
practical problems in the foreseeable future. The nu-
merical stability issue in solving joint velocity—scalar
FDFs arises from the need for gradient fields based
on particle propertie$2,16]. Due to the stochastic
nature of the solution method, such fields are inher-
ently noisy and can lead to numerical instabilities.
Recently, a novel hybrid scheme that exploits the ad-
vantages of particle and Eulerian methods has been

flamelet approach is that the reactive scalars can be proposed[17]. In such methods, an Eulerian flow

parameterized in terms of the mixture fraction and

solver is used to obtain the velocity and turbulence

the scalar dissipation rate and pretabulated. This table fields. The Lagrangian scheme can then evolve either

can be used to look up density or any other scalar val-
ues during the LES computation, thereby reducing the
computational requirements to solving for the mix-
ture fraction alone. The conditional moment closure
(CMC) model has similarly been applied to turbulent
combustion configurations with little or no extinction
[5—-7]. CMC requires an additional set of equations to
be solved in the mixture fraction dimension but can
be decoupled in the case of steady state RANS calcu-
lations. More detailed models for combustion, such as
the unsteady flamelet model and transient CMC cal-
culation, are indeed computationally expensive and
are not commonly used.

Although the SLFM approach is quite efficient, its
use is limited to reaction schemes that are in the fast-
chemistry regime and evolve on a two-dimensional
manifold. Departures from such ideality can occur
due to local extinction or slow chemistry. For such

the joint velocity—composition FDF or the joint com-
position FDH2]. In either case, the mean velocity and
pressure fields are obtained from the Eulerian solver,
thereby reducing statistical errors. The coupling be-
tween the Eulerian and the Lagrangian schemes is
through the transfer of mean fields used to advance
the respective equations. The Eulerian solver provides
the filtered velocity and turbulence fields which are
used to advance the particles in physical and compo-
sitional spaces. The particle properties are then used
to evaluate a new density field that is used by the
Eulerian solver to advance the flow field. The hy-
brid approach has been used to simulate several ex-
perimental configurations with reasonable accuracy
[17-19] It is noted here that almost all known simu-
lations use a steady state approach. A loosely coupled
approach[20] where the steady state nature of the
solver is used to minimize the statistical errors can

cases, additional scalars need to be used to describebe adopted.

reaction. The most generalized model for such a
scenario is the transported filtered-density-function
(FDF) approach, where the joint scalar probability
density function (PDF) is evolved. A transport equa-
tion for the one-point, one-time, joint velocity—scalar
PDF can be formulate{B]. However, this equation
cannot be solved directly using conventional Eulerian
discretization methods due to its high dimension-
ality [9]. Usually, an equivalent Lagrangian system
using a set of stochastic differential equations is
evolved. This can be shown to describe the original
FDF transport equation discrete]2,10]. The FDF
approach requires closure for the conditional mixing
term that appears in the transport equation. Although
several models have been proposed in Réfs-15]
none of the current models satisfies all consistency re-
quirements for micromixingl6]. Since LES directly
solves for all large scales, it is expected that the influ-
ence of the micromixing model will be smaller than
that in a RANS simulation.

Such hybrid schemes have been extended to LES
methods als§21-23] Since LES methods are inher-
ently transient, maintaining statistical accuracy of the
Lagrangian scheme in the temporal sense is of para-
mount importance. Simplifying assumptions used in
steady-state-based approaches are not valid in the
transient LES simulations. In addition, LES grids
are at least an order of magnitude bigger than typ-
ical RANS grids, implying that the total number of
particles in the domain could exceed several mil-
lions. Simulations of simple flow configurations us-
ing the LES-FDF scheme have shown encouraging
results and good agreement with experimental and
(DNS) fields [21,22] However, extension to flows
with strong density gradients and complex flow fields
is nontrivial. In the present study, we use a joint com-
position FDF which uses the LES flow fields to evolve
the particles in physical and compositional space.
A consistent stable algorithm needs to be formulated
to ensure temporal and spatial accuracy.
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For the purposes of this study, the nonpremixed
methane—hydrogen flame configuration studied ex-
perimentally at the University of Sydngg4] will be
used to demonstrate the feasibility and accuracy of
such coupled schemes. This particular configuration
was chosen due to the complex flow fields exhibited
by bluff-body-stabilized flames. The flow is highly
transient and the flame dynamics can be captured only
by a time-dependent simulation. This configuration
exhibits a low level of extinction and should be well
represented by a laminar flamelet mof#H].

In general it has been observed that the near-bluff-
body mixture fraction profile can be reasonably repro-
duced by the simulation. However, the flow exhibits
vortex shedding in the outer shear layer that inter-
acts with the flame structure further downstream. This
experimental flame has been studied numerically in
the past with only limited success due to the complex
flow structure and the strong interaction of the flame
with turbulencg7,19,25] It is expected that LES will
provide a better resolution of the flow features than
RANS-based methods.

V. Raman et al. / Combustion and Flame 143 (2005) 5678

The focus of the current work is to establish the
LES-FDF scheme as a practical simulation tool for
complex flow configurations. The first part of this ar-
ticle will detail the numerical algorithms, consistency
requirements, and implementation issues. The com-
putational grid used here is typical of LES calcula-
tions. It will serve to identify the computational cost
of particle schemes for practical configurations.

2. Governing equationsfor hybrid approach

The hybrid scheme consists of two separate sol-
vers—the LES flow solver and the Lagrangian FDF
solver. The two solvers are coupled through a feed-
back mechanism which transfers reaction informa-
tion to the flow solve(20] (Fig. 1). When using the
low-Mach-number approximation, it is inherently as-
sumed that the change in flow is caused only by den-
sity changes arising from reactions. Hence all feed-
back mechanisms pass the Lagrangian filtered density
field to the flow solver. This can be accomplished by
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Fig. 1. Flowchart showing the coupled LES-FDF simulation with feedback.
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a direct feedbacK20] or by indirect transfef19].

In the latter case, an additional enthalpy equation is
solved in an Eulerian manner. The exact source term
for this equation is obtained using the particle thermo-
chemical properties. The following sections describe
the mathematical formulations of the various compo-
nents.

2.1. Eulerian LES flow solver

The LES technique solves for the resolved scales
of the turbulent flow, also known as the filtered quan-
tities. For variable-density flows, a Favre-filtered vari-
able can be defined such that

0= —/pQG(y X)dy, @

where Q is any scalar fieldp and p are the unfil-
tered and filtered density, respectively, aGdis a
filtering kernel defined on the physical space. In all
known practical LES simulations, the filter is a box
filter which implies that the filter is defined by the grid
itself. The kernel definition satisfies the criterion that

5= / PGy —x)dy. @

Applying the above definition to the Navier—Stokes
equation leads to the following filtered momentum
equations.

90 | 0pi;

T+t =0 ®
at ax;

and
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wherez;; is the viscous stress tensor given by
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and T;; = pi;iij — pu;u; denotes the subfilter
stressesq is obtained from the flamelet lookup ta-
ble. The transport equation for the conserved scalar
can be written as

di j
ax;
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whereMz ; = ﬁﬁjZ —ﬁufij. The diffusion term can
be approximated by

d (pDBZ)_ d (;f 3Z>
0x; 0x; 0x; 0x;
where D is obtained from the flamelet lookup table.
For the sake of simplicityD is written asD hence-

forth. Both7;; andMz_ ; should require closure mod-
els. Several models have been propd2éd27] Most
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commonly used are the gradient-diffusion-hypoth-
esis-based mode]26,28] The subfilter stress is then
modeled using

8 B Sii _
(Tij - %Tkk) =2/ (Sij - %ukk)

The eddy viscosity:, is obtained using the Smagorin-
sky model[26] as

(8)

= pCsA®S, ©)
whereS = /25;;5;; is the magnitude of the strain
rate andA is the characteristic width of the filter. The
coefficientCy is determined using a dynamic proce-
dure[29,30] The subfilter scalar flux is also modeled
using a gradient-diffusion hypothesis as
Mz j=pD 02

Z,j =Pr 3xj s
whereD; is the eddy diffusivity. The eddy diffusivity
is computed using a formulation similar to that of the
eddy viscosity

(10

=C,A%S, (11)

whereC; is determined dynamicallj29]. It is appar-
ent that the eddy viscosity and diffusivity are modeled
using the same functional form and differ only in the
coefficientg[31]. The ratioC;/Cy then gives the tur-
bulent Schmidt number.

The FDF transport equation (to be described in
Section2.2) can be used to obtain moment equations
of the scalar§16]. The zeroth moment is the continu-
ity equation while the first moment yields the filtered
scalar equation. In a similar spirit, a moment equation
for the subfilter variance can also be formulated. Due
to numerical limitations, computation of such small
quantities invariably lead to large errors. Instead, a
resolved-scale quantity, namely the second moment
of the mixture fraction is computed. The subfilter
variance field can then be obtained using a simple al-
gebraic relationship. The key advantage in using this
formulation is that theZz2 equation does not contain
any source term and is deemed more accurate.

0572  0pii; 22
+
at 3Xj
9 922 Mgz i
:_(pp_)+ ZI Ny (12)
ij axj axj

whereM 2 ; = ,0qu2 — puj «; Z2. This term is mod-
eled similar toMz_; (Eq.(10)). The diffusion term is
closed similar to Eq(7).

The subfilter variance can then be defined as

772—72_732 (13)
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The dissipation termy, is defined using a turbulent-
diffusivity-based time scalR1]:
p(D + D7)
A2
It is noted here that in LES of reacting flows, the
subfilter variance is usually computed using a dy-
namic procedurg32]. Such a procedure inherently
assumes that the physical transport terms in the vari-
ance equation are negligible and that local produc-
tion is exactly balanced by local dissipation. Such a
model will be inconsistent with the FDF representa-
tion where the particle evolution equations take into
account the transport terms also. Hence, in this work,
the second-moment equation is used to obtain the sub-
filter variance such that none of the transport terms are
neglected. Numerical implementation of the above set
of equations will be discussed later.

57 =2pDVZVZ =2 72, (14)

2.2. Lagrangian FDF system

The filtered-density function in LES is analogous
to the joint composition PDF used for RANS-based
simulations. For variable-density flows, the filtered
mass density function (FMDHK21] can be defined as

+00

Fz<w;x,o::./‘p(y,ws[w,¢<y,o]G<y——x>dy
- (15)
and

where§ is an N-dimensional delta function for an
N-species system anfd is the random variable in the
composition domain. Equivalent to E&), the FMDF
yields the following property:

+00 +00
/Iid¢=t/pWJﬂﬂy—de=ﬁ (17)
—00 —00

Similarly, the filtered mean of any scal@, can be
defined as
+00
0s= [ Qothy.0FLav
—00
1 +00
=3 / p(y, Q¢ (Y, NG —X) dy.
—0oQ0
Using these definitions, the transport equation for the
joint composition FDF can be written §&1,22]

aFL

at

:_£_<i€7mva$+aw)n, (19)
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whereu”Fp is the subfilter velocity fluctuation condi-
tioned on the scalaly - pDVé¢|y¥ is the conditional
micromixing term, ands is the reaction source term.
The conditional velocity term is modeled using the
gradient-diffusion hypothesis to give

9FL/p
axj' ’

|y F =—pDr (20)
The conditional mixing term requires modeling and
has been the focus of research in PDF metHa@s
Based on theoretical considerations, a set of con-
straints can be specified for any mixing model to
truly represent the micromixing ternfi33]. However,
none of the current models satisfies all the require-
ments [2,16]. Although several models have been
used in practical simulatiorjd1-14] the interaction-
by-exchange-with-the-mean (IEM) model is most
commonly employed12]. Here we use the IEM
model specified as

- _ox PCy ;
V.-pDVe|Yy =V -pDVe — T(W—‘b),

whereCy, is the scalar-to-mechanical time-scale ra-
tio and t is a turbulence time scale. In the present
study we setCy, to be 2[1] and we use a turbulent-
diffusivity-based time scalR1]

(21)

2A2
T=—,
(D + D7)

where A is the local filter width. If the FDF trans-
port equation (Eq(19)) is multiplied by and inte-
grated over the composition space, the scalar trans-
port equation for the filtered mean can be obtained.
In the absence of a reaction source term, this equation
will reduce to the conserved scalar transport equation
(Eq. (6)). The mixing time scale described above is
consistent with the scalar dissipation rate defined in
Eq. (14). The second-moment equation for the mix-
ture fraction, obtained by multiplying the FDF trans-
port equation (Eq(19)) by v2 and integrating over
composition space, will be identical to H§2).

The FDF transport equation is a high-dimensional
equation. For a system describedMythermochemi-
cal variables evolving in three spatial dimensions with
temporal variations, this equation spaié + 4) di-
mensions. Conventional finite-different/finite-volume-
based discretization schemes are not tractable for
N > 1[16]. Typical hydrocarbon chemistry will in-
volve upward of 20 chemical species to capture the
fundamental dynamics of the combustion process. To
solve the FDF transport equation, an equivalent parti-
cle system is defined such that the particles evolve
using stochastic differential equations in time and
space[9,10]. The Lagrangian system scales linearly
with the number of dimensiori2]. The equivalence
between the Lagrangian FDF conditional on particle

(22)
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initial positions that is evolved by the particle and the
Eulerian FDF is established if the following criterion
is satisfied16]: Given an initial spatial distribution of
particles that is directly proportional to the fluid den-
sity distribution, the particle distribution will evolve
according to the fluid density, ensuring that, at any
given time, the fluid densityg) and the particle dis-
tribution (Fy’) correspond to each other:
Fy o« p. (23)
The above condition will ensure that the continuity
equation is satisfied. It can then be shown that all
higher moments of the scalars will correspond di-
rectly to the Eulerian scalar transport equations as
implied by the FDF transport equation. In turn, this
implies that the Lagrangian one-point FDF averaged
over all realizations will yield the Eulerian one-point
FDF that evolves according to E(.9).

The particles are defined such that they are uni-
formly distributed in the computational domain but
are initialized with individual weights that are propor-
tional to local fluid mass. The evolution in physical
space is through transport equations that use the fil-
tered flow field from the LES solver:

1
dx* = [a +=Va(D + DT)] At
0

+/2(D + Dr)dW,

wherex* is the instantaneous particle position and
dW is the Wiener diffusion term characterized by a
Gaussian process with zero mean and varianaerof
whered:r is the time step of the process. Transport in
composition space is through mixing and reaction:

(24)

Co -
dy =——( —¢) At + S(¥) At.

T

The Eulerian quantities can be computed by
weighted means of the particle properties in each
computational cell. In general, the composition ar-
ray also includes the enthalpy or temperature so that
the entire thermochemical state of the fluid can be
described. In this study, the laminar flamelet model
is used to describe the chemistry. By assumption,
the mixture fraction and the mean scalar-dissipation
rate in the computational cell determine the thermo-
chemical state of the particle. Secti@rB details the
feedback mechanism used to couple the LES flow
solver and the Lagrangian FDF solver through the
definition of an enthalpy.

(25)

2.3. Feedback system

Before the feedback mechanism is described, it is
important to understand the thermochemical state im-
plied by the FDF system and the Eulerian LES solver.
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In all hybrid approaches, there is redundancy of the
variables solved20]. Such redundant fields can be
used to ensure consistency between the different com-
ponents of the solver. In a composition-FDF-based
simulation, the thermochemical density is used to en-
sure that the solver is accurate. In addition, when
using laminar flamelet chemistry, a conserved scalar
can be used to ensure consistency since the transport
equation for a conserved scalar is closed and does not
require subfilter information for its evolution.

In the currentimplementation, density can be eval-
uated using three different redundant quantities. Each
particle in the computational domain carries a weight,
w;, and mixture fractionZ;, where the subscript
refers to some consistent numbering that marks all
the particles in a computational cell. Based on the as-
sumption of laminar flamelet chemistry, the density
can be evaluated using

pi =p(Zi, X), (26)

wherep denotes the flamelet table afgds the mod-
eled scalar-dissipation rate in the computational cell.
The mean density in a given cell can then be com-
puted as

fipl w; /pj

21&1 Wi
whereN, denotes the number of particles in the com-
putational cell. Initially, the particle weights are pro-
portional to the density, so that the above relation will
trivially hold for equally weighted particles. However,
as the particles evolve through the stochastic equa-
tions, this direct relation is not strictly satisfied and
is subject to statistical errors. A weaker condition can
be specified using the continuity equation such that
the sum of the particle weights is proportional to the
local density at all times:

Np
Z w; X P,
=1

where the proportionality constant is invariant with
time and is exactly equal to the local cell volume. Due
to the stochastic nature of the algorithm, this propor-
tionality can be satisfied only within statistical errors.
For steady state flows, time-averaging will remove the
statistical noise and should yield a time-invariant pro-
portionality constant.

The density field obtained from the particlgds
used in evolving the Eulerian density fiells,,. This

is given as
] AL

@7)

il =

(28)

~t+1

("= 5%,
+a[ A

At

—t+1 ~t

Pry =Py (29)
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where the superscript refers to the time state and
L is a spatial filtering operator used to reduce large
spikes in the density change arising from statistical
fluctuations. If the operator is removed at any step, the
Eulerian density field will readjust to the particle field
in a single time step as defined by the above equation.
However, even for simple flows, the statistical noise in
the particle-based density fields will render the simu-
lation completely inaccurate and numerically unsta-
ble. Hence, direct feedback of the density through the
equation described above is infeasible. It was found
that increasing the number of particles reduced this
noise, but, to obtain a stable feedback loop, the num-
ber of particles required is prohibitively expensive.

To overcome this problem, here we have used
the enthalpy transport equati§d4]. Following Mu-
radoglu et al[34], we define the equivalent enthalpy,
h, as

v P
y=1p@)’
wherey is the ratio of the specific heats aiy is the
operating pressure. Since the equivalent enthalpy is a
function only of the local thermochemical composi-
tion, the transport equation farcan be derived from
the FDF transport equation.

dph

at

h(¥) = (30)

d _) 9 -
—(pii jh) = — p(D + Dp)— (h
+8xj(pu,) axjp( + T)axj()

2[

(32

wherea = 1 andN is the length of the composition
array. It is evident that the physical transport terms in
this equation can be treated in the same way as that of
a conserved scalar equation. The source terms, how-
ever, are not known and need to be provided by the
FDF solver. With regard to the particle properties, the
source term is actually the change of enthalpy of the
particles due to reaction and mixifig4]:
Sp= ﬁ(hasa — %Cq;ho,d)g). (33)
The exact computation of this enthalpy source term
will be discussed later. Once the equivalent enthalpy
is known, the density field is found using the relation
obtained by filtering Eq(30),

v b
y=1h’
where the low-Mach-number assumption has been
used to remove the pressure fluctuations. This den-
sity field is then used in Eq29) without the filtering

5= (34)

V. Raman et al. / Combustion and Flame 143 (2005) 5678

operation. It is found that this feedback mechanism is
numerically stable and does not lead to large spikes
inthedp/dr term that appears in the continuity equa-
tion.

In summary, the governing equations for the hy-
brid approach have been provided. The LES flow
solver obtains Favre-filtered velocity fields that are
then used by the Lagrangian solver to advance the par-
ticles. The density field is used to modify the flow in
the domain due to reactions. Direct feedback of the
density field leads to numerical instability due to the
inherent statistical noise in Lagrangian mean fields.
The enthalpy transport equation is used to reduce
this statistical noise by indirectly evolving the density
field. The particle properties are used to evaluate the
exact source term for the enthalpy equation, which is
then used to solve for the filtered enthalpy field using
finite-volume discretization methods. Based on this
filtered enthalpy field, the local filtered density field
can be evaluated. Such an approach reduces the large
spikes in density change observed when direct density
feedback is used. The next section details the numer-
ical implementation of the individual flow solvers.

3. Numerical implementation

As detailed in Sectior2.3, the hybrid solver in-
volves three separate components. The LES flow
solver is solved on a Eulerian grid using finite-
volume-based discretization. Though Lagrangian
schemes are conventionally grid-free simulations
[16], in the present study, a tighter grid-based con-
trol is used to reduce statistical inaccuracies. The last
component is the coupling algorithm that transfers in-
formation between the two transport solvers.

3.1. LES solver

The finite-volume-based LES flow solver is cast
in a cylindrical coordinate systeni32]. Energy-
conserving discretization schemes are used for the
momentum equations. The subfilter stress terms are
closed using dynamic modeli35]. An Eulerian
scalar-transport algorithm is also implemented us-
ing the QUICK schemd36]. The variable-density
formulation follows a low-Mach-number approxima-
tion where the density is updated using an external
solver. The updated density is then used to advance
the momentum and scalar equations using a multi-
step temporal algorithnfi32]. The discretization in
physical space is made implicit in the radial and az-
imuthal direction using a factorization schefi®¥].

This removes the dependence of the (CFL) num-
ber on the radial direction that can otherwise dras-
tically reduce the time step used. The LES solver uses



V. Raman et al. / Combustion and Flame 143 (2005) 56-78 63

domain-decomposition-based parallelization to accel- using the metrics to transform it to cylindrical coordi-
erate computation. nates.

For the sake of comparison, the beta-function- Due to the large number of particles involved, par-
presumed PDF-based scalar field values are also eval- ticle tracking has to be implemented efficiently. Here
uated. The filtered mixture-fraction equation and the a face-to-face tracking strategy is used to move parti-
second-moment equation are used to obtain the fil- cles[18,40] Given the initial position of a particle at a
tered scalar values. The subfilter mixture fraction PDF given time step, the nearest face based on the particle

is assumed to be a beta functi@3]. velocity is obtained. Then the time required to reach
. .~ this face is computed. If the time required is more than
0(Z,2'%,3) the time step, the particle is moved to the final posi-

1 tion within the same cell and tracking is completed. If

= i/p(%" DOE DPE; Z, 2772) dg, (35) the time required is less than the time step, the particle
o is moved to the face and the computation is repeated
to find the nearest face (apart from the current face) in
the next cell. The time step is reduced by the time al-
to the mixture fraction and the subfilter variancé2 ready traveled in the previous cell. This procedure is
is defined by Eq(13), and P(¢; Z, 772 is the beta- repeated until the time step is reduced to zero or the
function. It is noted here that this evaluation is used particle moves out of the computational domain. The
strictly for the comparison only. All density and en- ~ advantage of this scheme is the easy detection of solid
thalpy source term calculations are based on parti- boundaries. Since the boundaries lie on cell faces,
cle properties where the subfilter FDF is evolved and particle boundary conditions are immediately applied

0
whereé¢ is the sample-space variable corresponding

does not have a presumed form. and the velocity is appropriately modified. Here we
use a no-slip condition which amounts to reflection of
3.2. Particle scheme the normal component of the velocity.

Like the LES solver, the particle scheme also fol-

The Lagrangian solver represents the fluid using a lows a domain-decomposition-based parallelization
set of notional particlefd]. Typical LES grids com- strategy. Although particles are tracked across proces-
prise 0.5-2 million computational volumes, which sor boundaries, at the end of the transport step, all
translates to roughly 5-25 million particles in the en- such particles that cross over into the next proces-
tire computational domain. Such a large number of sor are collected and sent to the adjoining proces-
particles demands efficient algorithms and robust par- sors. Such transfers are two-way in that each proces-
allelism. Below, the individual components of the al- sor needs to communicate with its neighbors to ob-
gorithm are briefly described. Every particle is initial-  tain and send crossover particles. Efficient particle
ized in the domain with a weight corresponding to the data structures are used to communicate information
average fluid mass assuming a nominal particle num- across processors. It was found in the present study
ber density. In addition, the particles carry a location that the speedup of the computation scales linearly
vector in physical space and compositional space. In with number of processors up to 64 processors. It is
the context of flamelet-based chemistry, this implies a expected that when finite-rate chemistry is added, the
four-dimensional vector denoted f*, Z]. computational cost will increase significantly but the

Particles evolve in physical space using filtered high degree of parallelism will still maintain tractabil-
velocity and turbulence fields from the LES solver. ity.
Face-based velocities are interpolated onto particle Transport in composition space is through mix-
positions using a trilinear interpolation algorithm. It  ing and reaction. Since laminar flamelet chemistry is
was found that higher-order interpolation did not in- used, the particle composition array has only a sin-
crease the accuracy of the computation nor ensure gle species, namely the mixture fraction. Hence, the
reduced statistical variability. Turbulent diffusivity is  reaction source term is identically zero. The filtered
cell-center based and is again interpolated using a mixture fraction field is obtained from the particle
trilinear form. The Wiener diffusion process is sim-  properties in a given cell as
ulated using a Gaussian random-number generator
[39]. Itis noted here that the equations of particle evo- -
lution (Eq. (24)) are in Cartesian coordinates. Since Z= N, )
the LES solver uses cylindrical coordinates, the par- x
ticle velocity is constructed by transforming the ran- Micromixing is then implemented using E@5) with
dom walk component into a cylindrical form. This is  the mixing time scale given by E¢R?2). It can be seen
easily achieved by first constructing the last term in  from Eq.(25)that when the time step is larger than the
the particle equation in Cartesian coordinates and then mixing time, the scalar values can become negative.

(36)
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To ensure robustness, an analytical expression found of the particle is determined by the number of par-

by integrating Eq(25)is used:

Cyp At

PN gt (¢ — e

Due to the statistical nature of the Lagrangian
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ticles and the total flux across the face for the given
time step.

The particle algorithm explained above was found
to be highly efficient with the computational time of
each particle step being almost equal to the computa-

scheme, the accuracy of the method vastly depends tional time for the LES step.

on the sample size in a given computational cell. This
is usually measured with regard to the particle number
density. In a uniform Cartesian grid with constant-
density fluid flow, the number of particles should stay
uniform if the particles are distributed uniformly in
the domain[2]. Here, a cylindrical coordinate sys-
tem where the cell mass depends on the radial dis-
tance from the centerline is used. In addition, practical
combustion calculations use extensive grid cluster-
ing to resolve regions of interest and to obtain stable
converging solutions. In such scenarios, the particle
number density can be treated independent of the lo-
cal fluid and grid properties by using uneven particle
weights[41]. Due to errors in interpolation and fi-
nite particle numbers, the instantaneous number den-
sity field contains large fluctuations. To reduce this
variability, a number control algorithm is employed
[18,40,41]

A nominal particle number density,, is specified
as a simulation parameter. At any time step, a number
control algorithm is employed such that the number
density in any cell is such that, /5 < N < 3N,,. The
number control also makes use of the nominal particle
weight given byw, = pV;/N,, where V is the vol-
ume of the cell. If the number density is higher than
the tolerance level, then particles with weights less
thanw, are identified and clustered until the number
density reduces to the tolerance level. On the other
hand, if the number of particles is less than the lower
tolerance level, particles are split. In this case, each
particle is split to identical particles but with weights
equal to ¥ Nspjit of the original particle, wher&/gpit
is the number of new particles formed. Similar to clus-
tering, this process is carried out only until the toler-

ance level is reached. Clustering usually decreases the

higher moments of the scalar and should be sparingly
used.

The configuration studied here contains inflow/
outflow boundaries that need to be handled consis-
tently with the LES flow solver. At each step, the flux

3.3. Coupling algorithm

The LES flow solver and the particle-based FDF
solver interact through the coupling algorithm. The
forward transfer is simple in that the LES flow solver
provides Favre-averaged face-centered velocity fields
and the cell-centered turbulent diffusivity fields to the
particle algorithm. The feedback part is more com-
plex due to the stochastic noise inherent in filtered
fields obtained from particles. As explained earlier,
the enthalpy equation is used to obtain the filtered-
density field for the LES flow solver. The FDF algo-
rithm provides only the source term, for the enthalpy
equation. This source term, given in E83), is com-
puted from the particle field as

N b
~ 1 P WY — e
Sh:ﬁT[Zwi L ’}, (38)
Z,‘:p1wi i=1 Al

wherea andb refer to the enthalpy of the particle be-
fore and after the mixing substep, respectively. Using
Eq. (30), the particle enthalpy can be directly com-
puted from the flamelet table. This reaction source
term is used to advance the equivalent enthalpy equa-
tion discretized using the QUICK scherfgs].

The rest of this article will detail the application
of this hybrid approach to simulating a nonpremixed
flame.

4. Application to a bluff-body-stabilized flame
4.1. Simulation details

The nonpremixed methane—hydrogen bluff-body-
stabilized flamg24] is used to test the hybrid LES-
FDF approach. The schematic of the flow configu-
ration and the computational domain is provided in
Fig. 2 The fuel is a methane—hydrogen mixture with

across each cell face is computed and a prescribed 1:1 volume ratio entering through a pipe with diame-

number of particles are introduced into the domain.
Their locations are determined by using random ve-
locities added to the filtered face velocity and by mov-
ing them inside from the face of the inflow for a time
period equal to the time step. The composition vectors
for these particles correspond to the inlet conditions
for the scalar, with every particle from a particular in-
flow port carrying the same composition. The weight

ter, D, of 3.6 mm. The coflow is air and enters through
an annulus separated from the fuel by a solid bluff-
body with a diameter of 50 mm. The experiments
were performed at atmospheric pressuRy &€ 1).
Two different experimental configurations exist: the
first termed HM1E was used to measure the velocity
fields and the second termed HM1 was used for scalar
measurement. Both flames have the same blowout
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Fig. 2. Schematic of the bluff-body flame configuration. The
jet diameterD is 3.6 mm.

characteristics, but the jet velocities are slightly dif-
ferent. HM1E was conducted with the fuel jet issuing
at 108 my's and coflow at 35 nfs. HM1 uses a fuel jet
velocity of 118 nmy's and coflow of 40 rs. Here both
configurations are simulated and compared with the
corresponding experimental data.

In this study, a 256« 128 x 32 grid that spans
100D in the axial direction and 40 in the radial
direction was used. The very low stoichiometric mix-
ture fraction €0.055) necessitates high resolution in
the outer shear layer to resolve the steep gradients in
density. Similarly, the inner shear layer contains the
strongest gradients in velocity and hence requires a
finer grid to resolve the large scales. Consequently,
the grid is heavily clustered in the inner shear layer
and the outer vortex region, leading to large nonuni-
formities in particle weights. The primary reaction
zone, where the flame reverts to a normal jet flame,
is located at around = 65 mm. Here again, the res-
olution of the grid is important. Although these obser-
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bulent inflow conditions that correlate well with the
experimental data.

In the present study, a mixture-fraction-based
flamelet model is used for describing the chemistry.
For the Lagrangian solver, a single scalar, namely the
mixture fraction, is evolved. For the sake of compari-
son, the mixture-fraction equation is also solved using
an Eulerian scheme. To ensure that the second mo-
ment of the mixture fraction evaluated from the FDF
scheme is accurate, an equivalent transport equation
for the second moment is also solved in the Eulerian
context. All the scalars use appropriate inflow con-
ditions based on the species composition at the inlet
plane. The outflow conditions are purely convective
for both the momentum and the scalar equations. Fur-
ther details of the LES solver are detailed elsewhere
[32,37]

The FDF solver was initialized with 15 parti-
cles per cell. During the course of the simulation,
the total number of particles in the domain was in
the range of 10.5-21 million. The simulations were
started from cold-flow-converged results after which
the mixture was ignited using the flamelet solution.
All simulations were continued for 7 flow-through
times where each flow through time is defined as the
time taken for a particle traveling along the center-
line to move from inflow to exit. The simulation is
time-averaged for 1.5 flow-through times starting at
two different time steps separated by 1 flow-through
time. The two time-averaged profiles differed by less
than 2% for the mixture-fraction radial profiles, en-
suring that statistical stationarity has been reached.
The LES-FDF simulation took roughly 200 h on an
eight-processor 600-MHz computer to reach statisti-
cal stationarity.

5. Resultsand discussion

The methane—hydrogen flame is stabilized by the
two counter-rotating vortices seenhig. 3. The pri-

vations are based on experimental data, no continuous mary reaction zone is located at the end of the vor-

adaptation of the grid is performed.

Due to the low extinction probability, the laminar
flamelet model should adequately model combustion
characteristic§25]. Here, the flamelet table is con-
structed using the FlameMaster co@i] with the
mixture fraction and the mean scalar-dissipation rate
as parameters. The GRI-2.11 chemistry mechanism
[43] is used with the steady-flamelet equatidtf
The computational domain is sufficiently large to en-
sure that the flame characteristics are not affected by
boundary conditions. The inlet conditions for the flow
solver are obtained by storing a large number of ve-
locity planes from a separate turbulent periodic pipe
flow LES. This provides realistic time-correlated tur-

tices, where the jet-like structure is recovered. The
inner vortex helps to entrain the fuel into the recircu-
lation zone. The outer vortex then preheats the coflow
that comes in contact with the fuel in the center of
the recirculation zone. Mixing is induced by these
large-scale structures that are three dimensional with
time scales an order of magnitude smaller than the
mixing scales in the inner shear layer formed be-
tween the high-velocity fuel jet and the inner vortex.
Such a large recirculation pattern aids mixing of re-
actants and leads to a near-uniform temperature. The
thin shear layer separating the outer vortex from the
coflow is a region of large reaction rates and serves
as the primary ignition zone. Subfilter mixing is crit-
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Fig. 3. Stream traces of the time-averaged velocity vector showing the counter-rotating vortices.
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Fig. 4. Two-dimensional contour plots of instantaneous fields from the LES-FDF computation. (Left) veloty (middle)

temperature (K), and (right) mixture fraction.

ical in this region, since the fast chemistry leads to
very small reaction length scales which are not re-
solved.

The instantaneous flow patterns are far more com-

plex than the time-averaged stream tradgég.(4). In

ity equation should be identical 1@, as implied by
the FDF evolution equation&ig. 5 shows the com-
parison of the three density fields at different axial
positions. The Eulerian field and the particle-weights-
based field are identical since the particle evolution

experiments, it has been observed that the outer sur- is forced by the Eulerian density field. This serves to

face of the bluff-body induces vortex shedding which
interacts with the primary reaction zor25]. Al-

though the vortex shedding should depend on the in-

flow conditions used for the coflow, the time-averaged
profiles for the scalars obtained using different coflow
inlet profiles did not show significant differences. The
effect of such vortex shedding on the reaction zone
has been studied elsewhé4d].

The next few sections discuss the consistency,
accuracy, and predictive capability of the hybrid
scheme.

5.1. Consistency of the particle scheme

show that the numerical implementation is accurate.
The comparison with the particle-composition-based
density shows similar excellent agreement at all ax-
ial locations. This confirms that the feedback loop is
accurate and that, despite the differences in the nu-
merical algorithms for physical transport, both the
Eulerian and the Lagrangian density fields agree with
negligible differences.

5.2. Scalar PDF
The Lagrangian scheme has the unique feature that

the PDF of the scalar is directly evolved. Here we
compare this Lagrangian FDF with the presumed beta

The consistency of the particle scheme can be as- function. The FDF is constructed by time-averaging

sessed by comparing the density implied by the par-
ticle weights 5, and the density obtained from the
particle compositions using the flamelet tapleThe
Eulerian density field corresponding to the continu-

the instantaneous FDF in a computational cell for a
short period of time. This approach reduces the sta-
tistical noise in the FDF. The beta function was con-
structed by time-averaging the presumed PDF eval-
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Fig. 5. Comparison of density obtained from particle weights (dashed line), particle composition (solid line), and LES flow

solver (symbols). The four plots are at downstream locations of 13 and 30 (top), and 65 and 90 mm (bottom), respectively. The

density values have been normalized by the density of the cof

uated using the instantaneous mean and variance at
the location. The comparison at two different axial
locations and at a given azimuthal angle are shown
in Figs. 6 and 7ltis clear that, at all locations consid-
ered, the beta function approximates the PDF quite
closely. The radial locations all lie on the inner or
outer shear layers where mixing controls reaction.
This result is not apparent from the FDF evolution
equation (Eq.(19)), demonstrating the validity and
consistency of the beta-function assumption for the
PDF. Similar agreement was found at all azimuthal
angles.

5.3. Velocity profiles

The time-averaged velocity obtained from simu-
lation of HM1E is compared to the corresponding
experimental data next. Radial profiles of the mean
velocity profile are shown ifig. 8 The axial-velocity
profiles show very good agreement with experimental
data at all locations. Similarly, the radial-velocity pro-
files show good agreement, but some discrepancies
are observed especially a = 70 mm. The axial-
velocity profile atX = 30 mm indicates that the re-

low.

circulation region is slightly overpredicted and the
coflow velocity is not recovered. The same trend is
noticed in the radial-velocity profiles where the sec-
ond peak in the velocity is shifted outward, indicating
that the shear layer is located further from the center-
line. Further downstream, the axial-velocity profiles
are in better agreement, with a slight underpredic-
tion near the centerline & = 70 mm. This can be
attributed directly to the coarser grid in the postcircu-
lation zone. The radial-velocity profile consequently
shows a higher discrepancy but predicts the trends
quite accurately.

Fig. 9 shows the root mean square (RMS) of the
velocity fluctuations. Here again, the axial-velocity
component shows very good agreement with exper-
imental data while the radial component shows some
underprediction at downstream locations. The outer
shear layer in the near-bluff-body region is charac-
terized by vortex shedding, which will increase the
velocity fluctuations. The peak in the experimental
data at the end of the bluff-body (= 25 mm) in-
dicates this behavior. The simulations are not likely
to reproduce this peak since the exact nature of the
vortex shedding and the physical cause of such a phe-
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Fig. 6. Comparison of the probability density function of the mixture fraction obtained from the FDF solver (solid line) and a
presumed beta function (dashed line) with the same mean and variance. The PDFs were computed at an axial position of 13 mm

and at radial positions of 2.6, 3.6, and 20 mm.

nomenon needs to be modeled in the simulation. Here

tion fields obtained from the finite-volume solution

no such model was employed and, consequently, the of the scalar transport equation are also included.

minimal vortex shedding observed due to the inflow

conditions was not strong enough to reproduce the
secondary peak in the experimental data. In general,
the profiles predict the correct trends in the flow and

are quantitatively good considering the level of com-

plexity of this flow.

The velocity profiles combined with the stream
trace plots clearly show that the flame structure is
captured quite accurately. Since the main region of in-
terest is the recirculation zone for which the profiles
match quite well, the faster jet decay at further down-
stream positions does not influence the flow structure.

However, these results are better understood by con-

It is observed that the mean mixture fraction pro-
files obtained from the FDF solver and the Eulerian
solver show excellent agreement with one another
and with the experimental data. The near-bluff-body
profile shows a flat profile in the recirculation zone,
further affirming the large-scale mixing in this re-
gion. The sharp decay of the mixture fraction near the
edge of the bluff-body is a region of large temperature
changes and consequently large density gradients. At
X =30 mm, the recirculation region is slightly over-
predicted, indicated by the large mixture fraction val-
ues as compared to experiments and a sharper decay
at the outer vortex, signifying a thin reaction zone.

sidering the scalar and temperature profiles discussed Further downstream the profiles are in much better

next.
5.4. Scalar profiles

Figs. 10 and 1khow the time-averaged mixture
fraction and RMS mixture fraction radial profiles at
different axial locations. To aid in the comparison,
the Eulerian mixture fraction and RMS mixture frac-

agreement. AtX = 90 mm, the profiles indicate a
tendency of the flame to be narrower than the exper-
imental observation. This is a direct consequence of
the grid coarsening to limit the number of computa-
tional cells and leads to the faster decay of the axial
velocity observed aX = 70 mm (ig. 8).

The RMS profiles show good agreement with ex-
perimental data although certain discrepancies are no-
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Fig. 7. Comparison of probability density function of the mixture fraction obtained from the FDF solver (solid line) and a

presumed beta function (dashed line) with the same mean and variance. The PDFs were computed at an axial position of 65 mn

and at radial positions of 2.8, 7.1, and 14.5 mm.

ticed near the centerline. In general, it is observed that
the results agree well with the Eulerian computation
also. At the first axial position considered, the FDF
and Eulerian calculation show the right RMS profile,
indicating that the large-scale recirculation has been
captured accurately. It is noted that the subfilter or the
unresolved variance in this zone is very small since
the large-scale mixing renders the fluid homogeneous.
Similar trends are observed &t = 30 and 45 mm,
but the extent of the recirculation zone in the radial
direction decreases as implied by the stream trace pro-
file (Fig. 3. At X = 65 mm, the secondary peak in
the mixture fraction RMS corresponding to the end
of the recirculation zone is captured very accurately.
Further downstream, the peak in the RMS profile is
shifted toward the centerline which is consistent with
the mixture fraction profiles that indicate a narrower
jet spreading than the experimental observation.

It is observed that the RMS profiles from the FDF
calculation atX = 30 and 45 mm show peaks near
the centerline that are much larger than the experi-
mental data. One explanation for this behavior is the
reduction of accuracy of the particle tracking near the

centerline. The LES solver uses a semiimplicit form,
where the radial and azimuthal directions are treated
implicitly and are hence independent of the CFL cri-
teria accounting for the radial and azimuthal compo-
nents. However, the particle method is fully explicit,
implying that, in regions where the CFL criteria com-
puted based on the radial or azimuthal velocity are not
satisfied, the errors could be significant. It was found
from an analysis of the turbulent-diffusivity profile
that such an event is more likely to occur in the re-
gion where the central fuel jet breaks down. For this
flow, this region varied fromX = 25 to 60 mm. It is
noted that the CFL criterion is not violated at each
time step, but the additive errors due to frequent vi-
olation of this condition led to a spurious increase
in the RMS fluctuation. Since the purpose of this
study is to establish the hybrid technique as a vi-
able tool for practical flows, no further evaluations are
reported on this observation. Although not reported
here, increase in the nominal particle number density
decreased this error. Currently, a multistep fractional-
stepping algorithm is being tested to overcome this
problem.
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Figs. 12 and 13how the radial profiles of tem-  flame. Similar to the mixture fraction profiles, the
perature and C®mass fraction. From the plots, it mean temperature and species mass fraction exhibit
is evident that both scalars behave similarly in this close agreement with experimental data in regions
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close to the bluff-body. At downstream locations of shear layer and regions of maximum reaction rate. At
X =45 and 65 mm, the peak in the temperature is un- X =45 mm, the mean and RMS mixture fraction are
derpredicted. These regions correspond to the outer accurately predicted in the outer shear layer. Hence,
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the discrepancy can be attributed to the subfilter mix- diffusivity-based time scale. Since the beta-function-
ing model. In this work, a simple IEM closure is  based evaluation shows the same underprediction, the
used to describe micromixing along with a turbulent- general shape of the subfilter PDF is not the deter-
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mining factor. This is directly observed froFigs. 6
and 7which show that the beta function accurately re-
produces the FDF in the outer vortex region. Hence, it
is concluded that the subfilter mixing rate is underpre-
dicted, leading to larger subfilter variance. This could
lead to an underprediction of the reaction rate which
is observed in the lower peak temperature. This trend
is observed at other downstream locations also. The
CO», mass fraction profiles indicate identical trends.
Figs. 14 and 15show the radial profiles of CO
and OH mass fractions. Considering the simplicity
of the chemistry model, the CO profiles show good
agreement with experimental data. Prediction of OH
profiles in any combustion simulation is particularly
challenging due to the strong nonlinearity of the
species evolution. AX = 13 mm, the production is
limited to the outer shear layer. The FDF scheme
predicts this peak quite accurately but the Eulerian
scheme shows a pronounced peak. Looking at the
temperature profile at this locatioRi. 12, a small

spike is noticed at the outer edge of the bluff-body.
This clearly results in the overprediction of the hy-
droxyl radical. This inaccuracy is a result of the nu-
merical scheme used, as it is well known that the
QUICK discretization scheme contains some spu-
rious oscillations in regions of large scalar gradi-
ents[32]. Typically, central-difference-based numer-
ical discretization schemes will contain some level of
oscillations[36]. At X = 30 and 45 mm, the FDF and
Eulerian predictions agree well with experiments. The
reaction zone also widens comparedite= 13 mm.
Similar trends are observed Et= 65 and 90 mm.

6. Conclusions

A consistent stable algorithm for hybrid LES-FDF
simulations has been devised and implemented. The
low-Mach-number-approximation-based LES solver
was coupled to the notional-particle-based Lagrangian
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FDF solver using a time-accurate coupling scheme. allelism. Linear scaleup was obtained up to 64 proces-
The particle scheme was implemented using scal- sors. Particle motion in physical space was imple-
able algorithms with distributed-memory-based par- mented using a cell-faced tracking strategy. In com-
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position space, particles were moved through mixing
and reaction. A simple IEM model with a turbulent-
diffusivity-based time scale was used for describing
mixing. Since a mixture fraction-based flamelet ap-
proach is used, the reaction source term was set to
zero.

The coupling algorithm between the solvers is
nontrivial in the LES-FDF approach as compared to
a RANS-PDF approach to time-dependent evolution
of the flow. The particle velocities are updated us-
ing velocity fields from the LES solver at every time
step. The chemical reaction information is supplied
to the flow field indirectly through density changes.
Since the particle solver uses a statistical method, di-
rect feedback of particle mean fields contain stochas-
tic noise which can lead to numerical instabilities. To
overcome this issue, an equivalent enthalpy equation
is used with the particle scheme supplying the exact
source term for the Eulerian transport equation of this
quantity. This feedback algorithm is found to ensure
numerical stability.

The LES-FDF approach has been applied to a
challenging nonpremixed flame configuration. The
methane—hydrogen-fueled bluff-body-stabilized flame
exhibits complex flow structures that require time-
dependent evolution of the flow field. The LES-FDF
scheme was used to simulate this configuration using
a reasonably refined computational grid and approx-
imately 15 million particles. Several features of the
algorithm including consistency and accuracy were
established by comparing redundant fields on the
particle and LES sides of the algorithm. The com-
parison with a presumed function for the PDF of
the scalar compared well with the FDF approxima-
tion.

The species profiles show that the simple lami-
nar flamelet model is able to predict the experimental
data quite accurately. The comparison with the mix-
ture fraction field evolved using an Eulerian scheme
showed very good agreement with the FDF scheme,
verifying the accuracy of the FDF algorithm. The
predictions of scalar profiles were consistently good,
mainly due to the very good prediction of the filtered
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mixture fraction and the mixture fraction RMS. For establishes the viability and fidelity of the LES-FDF
this flame with low levels of extinction, the mixing  scheme. The real advantage of this hybrid approach is
model was found to play an important role in the thin  the direct closure of the chemical source terms. This
reaction zone separating the coflow from the outer feature has not been exploited here and will be the fo-
vortex of the recirculation zone. The current study cus of future work.
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