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Abstract

While much recent work has focused on equilibrium turbulent boundary layers, those which

are out of equilibrium have been examined much less frequently. Typically they have been

examined far from equilibrium, making it difficult to draw general conclusions regarding

the changes in the turbulence and mean velocity profiles. When the turbulence is out of

equilibrium with the mean flow the standard inner and outer layer velocity and length scales

are no longer the only relevant scales in the flow and additional scales become necessary to

characterize the flow.

This thesis examines an adverse pressure gradient boundary layer developing along a

4◦ ramp. A moderate range of Reynolds numbers, factor of 7, is achieved using a wind

tunnel located inside a pressure vessel by varying the freestream velocity and the ambient

pressure, and thus the air density. A custom made high resolution 2-component laser

Doppler anemometer with a 40 µm by 80 µm measurement volume allows for measurement

of the mean and turbulence over the range of Reynolds numbers examined.

Experimentally the mean velocity profiles are observed to be weak functions of Reyn-

olds number, while the turbulence quantities are more affected by the changing Reynolds

number. The mean velocity profiles are only moderately affected by the adverse pressure

gradient, with no measurable inflection point developing in the flow along the ramp. The

turbulence quantities are observed to change greatly along the adverse pressure gradient

ramp when scaled in traditional flat plate coordinates. The overall turbulence structure as

indicated by the single-point structure parameters is not strongly affected by this adverse

pressure gradient. The mean velocity profiles are observed to collapse in standard inner

layer coordinates over the Reynolds number range. In addition, the mean flow at various

locations along the ramp also collapses using previously developed empirical scalings. The

traditional flat plate normal stress scalings do not collapse the adverse pressure gradient

profiles over this Reynolds number range onto the flat plate profiles; therefore, new empir-

ical scalings were determined for this flow. These empirical scalings for the normal stresses

collapse the flat plate stress profiles along with the adverse pressure gradient profiles for

this range of Reynolds numbers. These scalings are mostly based on flat plate reference

profile parameters, implying that the normal stresses are determined almost entirely by the

upstream flow. The small angle that the flow must turn and the resulting pressure gradient
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only weakly affect the normal stresses. The streamwise normal stress collapses in the inner

layer using local values implying that for the inner layer the pressure gradient does play a

role in this region of the streamwise stress profile unlike in the outer layer.
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Chapter 1

Introduction and Objectives

1.1 Introduction and Motivation

Adverse pressure gradient boundary layers occur in many practical applications, for

example diffusers, the trailing edge of airfoils and the aft section of ship hulls, and they

often play a critical role in determining the performance of engineering devices. In many

cases, accurate knowledge of the adverse pressure gradient boundary layer development

is the most critical factor in predicting the overall device performance. For example, the

design objective in diffusers and aircraft high lift systems often is to obtain the maximum

pressure recovery, while avoiding separation. Unfortunately, as discussed below, the adverse

pressure gradient boundary layer is usually the most difficult aspect of these flow systems

to predict using computational fluid dynamics (CFD). Many of these applications are at

Reynolds numbers significantly higher than can be examined even in large scale laboratory

experiments. Therefore, it is necessary to understand how to extrapolate results from exper-

iments or numerical simulations to much higher Reynolds numbers, particulary the scaling

of the various mean velocity and turbulence quantities. While much prior research has

been done on specific types of adverse pressure gradient flows, very little has been focused

on the effects of Reynolds number on non-equilibrium adverse pressure gradient boundary

layers. A non-equilibrium boundary layer can be described as one which is subjected to

perturbations such that the turbulence structure changes in the streamwise direction. Most

practical flows include non-equilibrium boundary layers. From an experimental point of

view, an equilibrium flow, while more difficult to initially setup is simpler to examine since

the turbulence properties do not change with downstream distance and thus measurements

at only one location are sufficient to understand the behavior of the entire boundary layer.

Therefore, equilibrium boundary layers are examined frequently.

Recently, a few high Reynolds number experiments have been performed which have

shown that extrapolating from low and moderate Reynolds number data to high Reynolds

numbers is difficult or impossible. This is particularly true in non-equilibrium boundary

layers where very complex scaling behavior has been found. Therefore, it is necessary to

1
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measure flow properties at high Reynolds numbers for use in modifying the predictive models

to account for the effects now being observed at these high Reynolds numbers. Unfortu-

nately, from both an experimental and computational perspective, detailed examination

of complex high Reynolds number flows is not practical. Experimentally, the methods of

producing high Reynolds number flows are either to build a very large facility or to use very

high resolution measurement techniques, because of the decrease in the size of the viscous

length scale with increasing Reynolds number. McDonald et al. (2004) discussed the dif-

ficulties associated with extrapolating experimental wind tunnel data to flight conditions.

Wind tunnel testing still plays a critical role in the design of aircraft. While computational

fluid dynamics is becoming accurate enough to compute many of the necessary flow pa-

rameters at cruise conditions, it is still too time consuming and not reliable enough to test

certain off design conditions. With wind tunnel testing, it is necessary to correct the wind

tunnel results for any differences which exist between the wind tunnel test and the flight

environment. This includes well known issues such as the effects of mounting fixtures and

wind tunnel walls, but also more subtle effects including, the incomplete modeling of the

airplane details and material property differences. In addition, corrections must be made for

the non-linear effects of Reynolds number differences. This is particularly important when

trying to predict the separation location or complex shock boundary layer interactions as

well as the lift characteristics. While much work has been started on Reynolds number

extrapolation and reducing its uncertainty, it is difficult to separate the Reynolds number

effects from the model deformation effects.

Computationally, there are a variety of possible approaches to high Reynolds number

flows. Direct numerical simulation (DNS) is limited to very low Reynolds number and

simple geometries due to the computational costs. Other computational models, such as

Reynolds stress transport and two equation models require fine meshes in the near wall

region to properly resolve the flow, leading to very expensive computations for complex

flows. Additionally, these models are calibrated using low and moderate Reynolds number

data for specific types of flows. When these models are used for flows outside the flow

types and Reynolds numbers for which they were calibrated, the results are often incorrect.

Large eddy simulation (LES) is a possible alternative for high Reynolds numbers, however

to resolve the near wall flow accurately the mesh used in the inner region of the boundary

layer must be very fine, making this method computationally expensive as well. A recent

computational effort involving a large number of researchers at a variety of institutions was
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summarized by Mellen et al. (2003). This study attempted to use large eddy simulation

(LES) on the flow around an airfoil at typical flight Reynolds numbers. The results showed

that while success was possible using LES, very high grid resolution was required in order

to sufficiently predict the location of separation on the airfoil, as well as the rest of the flow

field. The results of this study show that adverse pressure gradient boundary layers are still

often a very significant challenge to advanced computational schemes.

Another method of predicting how a flow will act at high Reynolds number is to compare

data from a variety of experiments over a wide range of Reynolds numbers from different

flow facilities. This method is not without its own difficulties since the use of different mea-

surement techniques and facilities leads to questions about the uncertainties and resolution

of the data being compared.

Recently, the need for experiments and computational modeling to work together in

order to improve the current models and develop new ones has been pointed out. Marvin

(1995) noted that there has been a lot of forward progress on combining experiments and

computations to validate each other. More work of this type is needed as there are many

practical flows which can neither be tested fully in experiments nor calculated using turbu-

lence models or simulations. He also noted that for experiments, it is necessary to measure

all the commonly reported data with high accuracy and realistic uncertainties. The uncer-

tainty analysis is very important for the use of the data to tune and test CFD models. As

CFD models are tested against new data and modified to better predict basic flows, their

applicability to more complex flows will improve.

The use of high resolution laser Doppler anemometry (LDA) by a few groups to make

flow measurements over a wide range of Reynolds numbers in a single flow facility has

produced results, which, though measured in very different geometries, show some strikingly

similar results. DeGraaff (1999) examined the turbulent boundary layer on a flat plate and

over swept and unswept bumps for a Reynolds number range of Reθ = 1400−24, 000. Song

(2002) examined the turbulent boundary layer on a ramp with separation, reattachment and

redevelopment for a Reynolds number range of Reθ = 1100− 20, 100. Olcmen et al. (2001)

studied the two and three dimensional boundary layers outside of a wing, body junction for

a Reynolds number range of Reθ = 5940 − 23, 200. For all of these experiments the mean

flow was found to be a weak function of the Reynolds number, while the turbulence stresses

and other turbulent quantities were observed to be very sensitive to Reynolds number.

Of particular interest is the scaling of both the mean and turbulence quantities over a
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wide range of Reynolds numbers, including moderately high Reynolds numbers. Previously,

the work of DeGraaff (1999) verified the typical flat plate mean velocity scaling and produced

a new robust mixed scaling, which collapsed the Reynolds stresses over a wide range of

Reynolds numbers. This scaling has been shown by Metzger et al. (2001) to hold over

a much larger range of Reynolds numbers than originally tested. The works of DeGraaff

(1999) and Song (2002) examined complex boundary layers including regions of strong

adverse pressure gradient and separation in an attempt to find similarly useful scaling laws.

They found complex scaling laws that seemed applicable only to the particular flow studied.

However, it was observed that when the pressure gradient was removed and the flow was

allowed to redevelop on a flat plate, the flat plate mixed scaling proposed by DeGraaff and

Eaton (2000) once again held.

The empirical scalings for the flat plate boundary layer discovered by DeGraaff and

Eaton (2000) are very useful for extrapolating experimental and simulation results to high

Reynolds numbers. Unfortunately for highly non-equilibrium turbulent boundary layers,

such as those involving separation, the turbulent stresses collapse in much more compli-

cated and geometry dependent scalings. Using a mild adverse pressure gradient, which is

perturbed only a small amount from the zero pressure gradient case, it is hoped that a bet-

ter understanding of adverse pressure gradient boundary layers can be obtained. The goal

of this project is to extend the empirical scalings of DeGraaff and Eaton to include both

the flat plate and mild adverse pressure gradient boundary layer turbulent stress data. The

next sections will discuss general adverse pressure gradient flows, mean flow and turbulent

stress scalings for adverse pressure gradient flows, and the specific goals of this thesis.

1.2 Experimentally studied adverse pressure gradient bound-

ary layers

Much work has been done over the years on adverse pressure gradient flows. Experimen-

tal work has examined equilibrium flows, flows over airfoils and similar practical geometries,

and flows near separation.

1.2.1 Equilibrium boundary layers

Equilibrium turbulent boundary layers are very commonly examined when studying

adverse pressure gradient flows. This is because they are simple to describe analytically,



Chapter 1. Introduction and Objectives 5

the pressure distribution is easy to define, and measurements are required at only a single

position once equilibrium conditions are established.

The idea behind the equilibrium turbulent boundary layer was laid out by Clauser

(1954), who set out to examine a turbulent boundary layer with a well defined, and simple

pressure history. Defining an equilibrium profile as one of a set of profiles in which a constant

force history was obtained, the non-dimensional parameter β was introduced, as the ratio

of the pressure force to the shear force:

β =
δ∗

τo

dP

dx
(1.1)

Clauser defined a new thickness, ∆, and a new integral parameter, G, which were related

to the universal velocity profile plot and thus did not change for a given set of equilibrium

profiles:

∆ =
∫

0

∞U − u

uτ
dy = −δ99

∫

0

∞
f(η)dη (1.2)

where for constant pressure profiles the integral has a value of 3.6 and:

G =

∫
0
∞ (

U−u
uτ

)2
dy

∫
0
∞ (

U−u
uτ

)
dy

(1.3)

These parameters were related to the more commonly used integral parameters by:

δ∗ =
√

cf/2∆ (1.4)

θ =
√

cf/2
(

1−G
√

cf/2
)

∆ (1.5)

H = 1/

(
1−G

√
cf/2

)
(1.6)

Since this original work on equilibrium turbulent boundary layers, many others have

proposed new requirements for equilibrium and described methods of producing boundary

layers near enough to equilibrium to reproduce the general profiles of an equilibrium bound-

ary layer, while avoiding some of the major difficulties with producing an equilibrium flow

experimentally.

Townsend (1961) defined an exactly self preserving flow as one in which the mean velocity

distribution was given by:

U = U1 − uof(y/lo) (1.7)
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and the Reynolds stress was defined as:

u′v′ = u2
og(y/lo) (1.8)

where uo = (τ/ρ)1/2
o and lo = τ/α were velocity and length scales, which varied only

with downstream distance and the functions f and g characterize the entire flow. Here α

comes from approximating the shear stress as τ = τo + αy for an impermeable boundary.

Applying these distributions to the typical boundary layer equation for the mean flow in

two dimensions led to:

−d(uoU1)
dx

f +
uo

lo

d(U1lo)
dx

ηf ′ + uo
duo

dx
f2 − uo

lo

d(uolo)
dx

f ′
∫

o
fdη +

u2
o

lo
g′ = 0 (1.9)

an ordinary differential equation, as was expected for a truly self preserving flow. The only

ways for this equation to be compatible with the equilibrium layer scales were for the flow

to either be defined as:

U1 ∝ (xo − x)−1 ∝ τ1/2
o , lo ∝ (xo − x) (1.10)

an accelerating flow in a converging wedge, or:

τo = 0, U1 ∝ (x− xo)−0.23, lo ∝ (x− xo) (1.11)

a zero stress flow in an adverse pressure gradient.

Skote et al. (1998) summarized the typical analysis necessary to produce approximately

self similar adverse pressure gradient boundary layers. The basic equations of a two dimen-

sional turbulent boundary layer with a pressure gradient were written as:

∂u

∂x
+

∂v

∂y
= 0 (1.12)

u
∂u

∂x
+ v

∂u

∂y
= −1

ρ

dP

dx
+ ν

∂2u

∂y2
− ∂

∂y
〈u′v′〉 (1.13)

where u was the mean streamwise velocity, v was the mean wall normal velocity, dP/dx was

the streamwise pressure gradient and 〈u′v′〉 was the Reynolds shear stress. For moderate

pressure gradients, the inner layer of the boundary layer was the same as for a zero pressure

gradient case. However, the outer portion required modification even in a very mild pressure

gradient. To obtain a self similar solution there must be no x dependence and thus solutions

of the following form were sought:

u− U

uτ
= F (η) (1.14)
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〈u′v′〉
uτ

2
= Rη (1.15)

where:

η =
y

∆
,∆ =

Uδ∗

uτ
(1.16)

When substituted into the mean streamwise momentum equation, these equations led to a

condition on self similarity, namely that the Clauser pressure gradient parameter, β, should

be constant. The mean streamwise velocity must change with downstream distance and

thus it was necessary to determine the relationship between β and m, where:

U ∼ xm (1.17)

This relationship could be derived starting with the integrated momentum equation:

U ′δ∗

Uδ∗′
= − β

H (1 + β) + 2β + (H − 1)β
(
1− u′τ U

uτ U ′

) (1.18)

This used the relationships:

H =
1

1− uτ
U G

(1.19)

and:

G =
∫

0

∞
F 2dη (1.20)

To remain consistent with experiments and prior computations uτ/U was held constant

which led to the simplification that:

U ′δ∗

Uδ∗′
= − β

H(1 + β) + 2β
= m (1.21)

This could be integrated and combined with the definition of the Clauser pressure gradient

parameter and through the introduction of a virtual location xo, where δ∗ = 0, led to:

U

Uo
=

(
1− x

xo

)m

(1.22)

and:
δ∗

δo
∗ = 1− x

xo
(1.23)

Note that xo has a negative value. The above implied that:

δ∗ ∼ x (1.24)
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where:

m = − β

H(1− β) + 2β
(1.25)

The use of power law freestream velocity profiles to produce equilibrium adverse pressure

gradient boundary layers is a commonly used experimental technique, based on this and

other similar analyses.

Townsend (1961) developed more qualitative and practical definitions of equilibrium

boundary layers. His working definition of an equilibrium layer was one in which the local

rates of energy production and dissipation were so large that the shear stress distribution in

a region completely determined the turbulent motions, independent of the conditions outside

the region. He assumed that equilibrium layers possessed a universal structure, leading to

a simple relationship between the mean velocity gradient, the Reynolds stresses and the

height above the solid surface. Similarity arguments could be extended considerably if an

equilibrium layer was defined locally, requiring only absolute equilibrium between energy

production and dissipation, and not the requirement of stress equilibrium. This definition of

equilibrium allows a zero pressure gradient boundary layer to be considered in equilibrium

boundary, since the skin friction and shape factor change very slowly with downstream

distance. The method described in this paper to solve the mean flow problem for different

equilibrium layers stemmed from Clauser’s work where the outer layer of the mean velocity

profile for self preserving boundary layers was closely reproduced by an eddy viscosity, which

was held in a constant ratio with the integral of the velocity defect. The eddy viscosity

changed linearly with the integral of the velocity defect and the product of the two was

held constant. Comparison with experiments showed that this was a good description of

the mean distribution, and the constant ratio appeared to depend not on the pressure

gradient, but on the conformation of flow to the non-moving boundary. The turbulence in

an equilibrium layer was not shown to be in a universal state. This led to the idea that

the motion at any location had two components, the active component which transferred

momentum and determined the stress distribution and the inactive component which did

not transfer momentum or interact with the universal component. It was hypothesized that

these inactive motions were made of attached eddies of large size that contributed to the

Reynolds stresses far away from the wall. This would have led to the ratio of turbulent

intensity to Reynolds stress increasing with total thickness of the constant stress layer, a

phenomena later verified by DeGraaff and Eaton (2000)

The limits of existence of equilibrium boundary layers has been a widely discussed topic.
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Taking Clauser’s work for equilibrium turbulent boundary layers as a basis, Mellor and

Gibson (1966) developed a model to calculate velocity profiles that showed good agreement

with experimental profiles. Following the work of Clauser, an effective viscosity, νe, was

defined as νe = KUδ∗, where K was an inverse turbulent Reynolds number that had to be

determined empirically. For the outer 80% of the boundary layer this value could be assumed

to be constant as discovered by Clauser. For the overlap layer Prandtl’s mixing length theory

was used to define the effective viscosity, νe = κ2y2 | ∂u
∂y |. A method of calculating the

velocity defect was determined and from this the range of possible equilibrium turbulent

boundary layer solutions was also determined. The limits were found to be −0.5 ≤ β ≤ ∞.

For the constant pressure case, β = 0.0, the computation gave good agreement with a wide

range of prior experiments. The model was used to calculate a few of Clauser’s adverse

pressure gradient flows with good agreement for the mean velocity defect profile. Even for

the Stratford data near separation the model worked very well for the velocity defect profile.

The model made it possible to determine the skin friction by matching the defect profiles,

the logarithmic law of the wall and the shape factor for the flow, assuming that the viscous

sublayer was not affected by the pressure gradient. A family of solutions was defined to

determine where equilibrium flows could exist and how the power-law for the mean velocity

must be defined. The authors felt that the Coles’ wake parameter, Π, may have simply

been related to β based on a comparison of their work and the work of Coles. For cases of

small Clauser parameter the Coles solution worked well, but in the large Clauser parameter

limit the correlation did not agree with Stratford’s data or Mellor and Gibson’s model.

Mellor (1966) expanded the previous model to include the near wall layer. Different

from previous effective viscosity models, the one developed here worked for a wide range of

pressure gradients and the entire boundary layer. The near wall velocity was found to be a

function of y+, and α = ν dp
dx

ρu3
τ
. Using this extension of the previous model for a given value

of β, the defect profile overlapped the wall profile and matched well with previous data.

In addition, unlike previous work by Townsend and others, only one value of skin friction

was found near separation and it was not necessary to explain why one solution was more

likely to occur than the other, thus only one equilibrium boundary layer was possible near

separation for each value of β.

Head (1976) used an integral method to examine how the shape parameter, G, varied

with the initial condition of the boundary layer for a given freestream velocity variation.

For an equilibrium boundary layer, G must remain constant with downstream distance,
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which required the pressure force and the skin friction force to remain in a constant ratio,

β held constant. This required the freestream velocity to be of the form Ue = cxn, where

the appropriate value of n for a particular value of G or β was not determined. The

results of this computational work showed that for certain values of the exponent, n, a wide

range of equilibrium boundary layers was possible depending on the momentum thickness

at the initial reference location. However, for certain values of n a unique equilibrium profile

developed, and for others the boundary layer separated regardless of the starting conditions.

Schofield (1981) set up an analytical model of the equilibrium boundary layer, which

attempted to address many of the disagreements between various groups, including the

limits of existence for an equilibrium layer and the appropriate parameters for defining an

equilibrium layer. Clauser’s use of uτ and δ∗ led to a number of difficulties near separation,

particularly where uτ approached zero. Schofield followed the analysis of Perry and Schofield

(1973) to determine the appropriate velocity scale for this model. The base velocity scale

used was:

Um =
√

τmax

ρ
(1.26)

This velocity scale was chosen for a number of reasons, particularly that it maintained the

half power law description of the mean velocity profile and had an invariant analytical form

for all adverse pressure gradients, as long as the maximum value of the shear stress was at

least 1.5 times larger than the wall shear stress. The limits for equilibrium layers based on

this analysis were that the flow must be an adverse pressure gradient flow, the skin friction

coefficient must remain positive (attached flow), and the shear stress must be 1.5 times as

large as the wall shear at its maximum location. Therefore, this scaling was only valid for

a moderate to strong adverse pressure gradient flow. Schofield defined the mean velocity

profile as:
u

Ue
= 0.47

(
Us

Ue

)3/2 ( y

δ∗
)1/2

+ 1− Us

Ue
(1.27)

which modeled the flow as a small logarithmic layer tangentially joined to a half power law

region. In this model, Us was a velocity scale, proposed by Perry and Schofield (1973),

determined by plotting the velocity profile as a scaled velocity versus a half power scaled

length scale and extrapolating the linear region of the plot back toward the wall. The ve-

locity scale Us was related to the base velocity scale by the relationship, Us = 8
√

(B/L)Um,

where L was the height of the maximum shear stress away from the solid wall and B was
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an integral layer thickness. Schofield compared this model with previously published ex-

perimental data for a large number of moderate and strong attached equilibrium adverse

pressure gradients. For each experiment, he calculated the velocity scale Us and used this

scale to plot the mean velocity profiles produced by this model against the experimental

data, finding good agreement.

Schofield expanded the analysis of Perry and Schofield (1973) to determine the range of

equilibrium profiles that were possible for a specific pressure gradient or value of m. Because

this analysis gave a general analytical expression for the mean flow, the shear stress gradient

could be determined as well. Fixing the wall value at the measured wall shear stress value,

the complete shear stress profile could be calculated. The results were in good agreement

with the experimental data and showed that the position of maximum shear stress moved

away from the wall as the ratio of maximum shear stress to wall shear stress increased. Two

solutions, a high skin friction branch and a low skin friction branch were observed when

using this model to predict the flow. The choice of solution was based entirely on the initial

conditions of the velocity ratio, Ue/Us.

Numerous experiments have been performed on equilibrium boundary layers. These

boundary layers are difficult to setup experimentally, but once developed only one set of

experimental data is necessary to capture the entire flow.

Clauser (1954) used a flexible top surface wind tunnel to develop an equilibrium adverse

pressure gradient boundary layer on the wind tunnel floor. For a mild pressure gradient, he

obtained a set of self-similar velocity profiles with a shape factor of between 1.4 and 1.5.

Bradshaw (1967a) examined three boundary layers, one with a constant free stream

velocity and two with different power-law variations of freestream velocity, producing zero,

moderate and strong adverse pressure gradients. The mean velocity profile shape factors

were H = 1.34, 1.4 and 1.54 for the three cases. The pressure gradient cases exhibited a

strong peak in the shear stress away from the wall. As the pressure gradient increased, the

maximum value of the shear stress increased, while the wall shear stress decreased.

Sk̊are and Krogstad (1994) examined a turbulent boundary layer near separation, im-

posed by an adjustable top wall. The flow developed with a constant skin friction coefficient

at a reasonably large Reynolds number. The flow was held in equilibrium for a reasonable

length, which allowed for the examination of this equilibrium flow at a number of locations.

The wake parameter for this strong adverse pressure gradient case grew to a maximum value

of 7. The mean velocity profiles agreed well in both defect coordinates and in logarithmic
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coordinates, where the wake was shown to be a dominant part of the flow. The turbulent

stresses were in equilibrium in both the inner and outer layers. As the flow developed in

the adverse pressure gradient, the stress profiles scaled in inner variables exhibited a shift

away from the wall in the outer layer. The turbulent production term exhibited two peaks,

the inner one was caused by the high velocity gradient near the wall and the outer peak

was caused by the peak in the turbulent stresses, due to the strong adverse pressure gra-

dient. The mixing length near the wall exhibited a slope of 0.41, the typical value for zero

pressure gradient; however this value increased rapidly through the log layer to a value of

0.78, indicating a strong dependence on the pressure gradient. Further away from the wall

the mixing length took on a constant value slightly below the typical value for zero pressure

gradient. The von Karman constant in the logarithmic region of the mean flow was the

same as for a zero pressure gradient flow. This agreed with the findings of Perry et al.

(1966) that the pressure gradient only defined the region of applicability of the logarithmic

profile for a flow, but did not distort it. The ratios of different normal stresses were shown

to produce good similarity implying that the mean flow pressure gradient did not affect

the mechanism for redistribution of turbulent energy between the various normal stress

components. For the main portion of the boundary layer, v′v′/u′u′, was constant at about

0.45. The correlation coefficient was nearly constant, 0.4 < Ruv < 0.46, for 0.2 < y/δ < 0.7.

There was no systematic x dependence on the variation and the value was taken to be 0.42.

The structure parameter, a1, was slightly lower than the value of 0.15 found in zero pressure

gradient flows.

An equilibrium adverse pressure gradient boundary layer was studied by Krogstad and

Kaspersen (2002). The value of β was fixed at a value of 20 using an adjustable top surface

in the wind tunnel. The turbulent production was observed to have two peaks. The outer

peak moved away from the wall with increasing pressure gradient and had a significant

impact on the turbulent field. They concluded that the adverse pressure gradient caused

the outer layer of turbulence to interact more efficiently with the inner flow than in the case

of zero pressure gradient. The shear stress distribution for the adverse pressure gradient had

a large peak compared with that in a zero pressure gradient, which significantly changed the

turbulent kinetic energy budget. Through the use of two point space-time correlations, the

authors demonstrated that strong adverse pressure gradients reduced the anisotropy in a

turbulent boundary layer due to the stretching of the coherent structures by the streamwise

gradient of the mean velocity. This was more pronounced near the surface. The dominant
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length scales in the streamwise direction were reduced in size, which tilted the correlations

for any scale towards the wall normal.

Additional equilibrium turbulent boundary layer experiments have examined how bound-

ary layers recover in an equilibrium flow downstream of separation and reattachment. Cutler

and Johnston (1989) studied the relaxation of a turbulent boundary layer in an equilibrium

adverse pressure gradient downstream of separation. The boundary layer was separated

using a wall fence and the adverse pressure gradient was obtained using a flexible top wall

and suction. The Clauser parameter, G, was held constant. This alone was not enough to

ensure an equilibrium boundary layer. The freestream velocity also had to vary as a power

of the streamwise distance, or equivalently the Clauser pressure gradient parameter, β, had

to be maintained at a constant value. The mean velocity profiles obtained for this flow

agreed with both the law of the wall and the law of the wake. The Reynolds stresses were

seen to peak near the center of the boundary layer. As the flow developed downstream,

the peak values fell, but the shapes remained similar. Here streamline coordinates were

examined and some parameters such as the structure parameter, a1, were found to be more

representative of the data when evaluated in streamline coordinates. The turbulent kinetic

energy was estimated using the common practice of assuming w′w′ = 1
2(u′u′ + v′v′). The

use of this estimate in the structure parameter may have explained the low values (0.12)

for the downstream locations. The eddy viscosity profiles did not agree well with the equi-

librium model of Cebeci and Smith; however, the eddy viscosity was nearly self-similar in

this region over a number of profiles. The value of the eddy viscosity was twice as large as

expected for an equilibrium flow, and this may have been due to the separation upstream

and its long range effects on the history of the flow. The mixing length model showed that

the experimental data had a steeper slope in the near wall region than the typical value of

0.41 and plateaued at a much higher value than the common zero pressure gradient result.

The value of G was much lower than previously examined for the given value of β, possibly

due to the upstream history of the flow.

Finally, some computational modeling of equilibrium turbulent boundary layers has

been performed. Skote et al. (1998) performed a direct numerical simulation (DNS) on

self-similar or equilibrium turbulent boundary layers in adverse pressure gradients. As with

all DNS the momentum thickness Reynolds numbers were relatively small, in this case on

the order of 500. The authors performed two separate adverse pressure gradient simulations,

one with β = 0.24, which was near the value for laminar boundary layer separation, and the
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other with β = 0.65, the value from the experiment of Bradshaw. The mean profiles showed

self similarity, particularly in the inner region for each case of equilibrium. An outer peak

was observed in both the turbulent production and the streamwise normal stress profiles, in

agreement with the experimental work done near separation. Peaks were not observed in the

other turbulent stresses. However, low Reynolds number effects led to the Reynolds shear

stress never achieving self similarity, which may have explained the differences between the

simulation and experimental results.

The study of equilibrium boundary layers has led to a greater understanding of some of

the basic changes which occur to boundary layers in adverse pressure gradient. However,

equilibrium boundary layers are not representative of practical engineering flows and thus

their results can only be used to extrapolate general behavior of adverse pressure gradient

boundary layers. Equilibrium adverse pressure gradient boundary layers follow the loga-

rithmic law of the wall, although a large wake region develops, which has been observed to

shorten the region over which the logarithmic law of the wall is applicable. The mean ve-

locity profiles are self-similar when equilibrium is achieved. The turbulent stresses however

change greatly when exposed to an adverse pressure gradient. The stresses and the turbu-

lent production develop a peak which moves away from the wall. The Reynolds stresses

develop peaks in the outer layer with the maximum value of the peak depending on the

strength of the pressure gradient.

1.2.2 Flows near separation

The prediction of when separation will occur is a very important practical issue. Because

of the interest in this problem a great deal of research has been performed on flows both

in the vicinity of separation and downstream of separation. This goes back at least as

far as the work of Schubauer and Klebanoff (1950). Only flows which separate due to the

application of an adverse pressure gradient are discussed here, much other work has been

performed on flows which separate due to a step change or other obstruction in the flow.

A turbulent boundary layer near separation subjected to an increasingly adverse pressure

gradient was examined by Simpson et al. (1977). The experiment produced an airfoil type

pressure distribution using an adjustable top wall wind tunnel with suction. They concluded

that while the logarithmic law of the wall held for all adverse pressure gradient flows until

the point of separation, the convective and normal stress terms of the momentum equation

became significant near the wall. Using the Perry and Schofield (1973) mean velocity
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correlation for the two measurement locations with increasingly adverse pressure gradients,

they found that the results fell within the range of accepted results for the correlation. A

modification to the Perry and Schofield correlation to account for the normal stress term

in the momentum equation was described. This provided a slight improvement to the fit of

the experimental results.

Simpson et al. (1981) studied the structure of a separating boundary layer using a

similar experimental setup as in the prior experiment, except for a longer test section.

They noted that prior to the point of separation, the mean flow obeyed the logarithmic law

of the wall. The Perry and Schofield correlations for the outer region were also obeyed.

Upstream of separation, the mixing length and eddy viscosity models were shown to be

adequate to predict the flow. The mixing length and eddy viscosity models were also shown

to hold in the outer region of the flow above the separation bubble.

The flow along a flat plate subjected to a strong enough adverse pressure gradient to

cause separation was investigated by Dianat and Castro (1991). Similar to prior work in

adverse pressure gradient flows, especially near separation, the normal stresses near the

wall were found to be much larger than in zero pressure gradient flows. These stresses were

shown to be important contributors to the production of turbulent energy in the boundary

layer.

More recently Elsberry et al. (2000) maintained a boundary layer on the verge of

separation through the use of a wind tunnel with an adjustable top wall. The shape factor

was maintained at a value of 2.5, which is indicative of a flow on the verge of separation.

The mean velocity profile developed a very large wake, which was adequately represented by

Coles’ law. The mean velocity profile also followed the logarithmic law of the wall, although

only for a very short region. The turbulent stresses developed peaks, which moved away

from the wall as the flow continued to develop. These peaks were located at the same

height as the inflection point in the mean flow. The results of their work led to a new set

of turbulent stress scalings along the flow, which are discussed later.

Bernard et al. (2003) examined a two-dimensional bump, in the shape of a half airfoil,

designed to develop the same adverse pressure gradient observed on the suction side of an

airfoil on the verge of separation at a high angle of attack. Their results showed that the

boundary layer did not separate, but grew rapidly in thickness. This flow was a mild adverse

pressure gradient since the shape factor, H, reached a maximum value of 1.7 at the end of

the bump. The design of the experiment was based on a k-ε model of the flow, which was
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in good agreement with the experimental results for mean flow properties. An inflection

point developed in the flow downstream of the start of the adverse pressure gradient region.

As compared to an equilibrium adverse pressure gradient flow, this flow was much different

since linear growth rates for δ and θ were not observed. Other than the logarithmic law of

the wall, a universal representation was not seen. No turbulence quantities were shown in

this work.

Song and Eaton (2004) examined the Reynolds number effects on a flow which separated,

reattached and finally redeveloped in a zero pressure gradient boundary layer. The boundary

layer was examined at five separate Reynolds numbers in a range of Reθ = 1100− 20, 100.

The separation and reattachment locations were found to be only very weak functions of

the Reynolds number, except for the lowest Reynolds number, where low Reynolds number

effects were most likely present. Downstream of the reattachment point, the mean velocity

profile showed evidence of the development of a stress equilibrium layer. The logarithmic

law of the wall was seen to once again be valid in the near wall region at a distance six ramp

lengths downstream of the ramp. For the upstream flat plate location the DeGraaff and

Eaton (2000) mixed scaling held. Empirical scalings were found to collapse the turbulent

stresses at specific regions along the flow including separation, the ramp edge, reattachment

and downstream in the recovery region. While these scalings may have only applied to this

flow, they may be useful in other separating and reattaching flows as a starting point for

examination. Many of these scalings were related to the mean velocity at the inflection

point, which was a good indicator of the scale of the streamwise velocity fluctuations. It

was also the location where the maximum production of turbulent kinetic energy production

occurred. As had been noted by other groups, the Reynolds number effects on the mean

flow were small, while the effects on the turbulent stresses were large over the entire range

of Reynolds numbers examined.

Axisymmetric boundary layers are another common flow for separation studies due to the

absolute two-dimensionality of these flows. While two dimensional cartesian boundary layers

can be very closely approximated as two dimensional, there are in fact three dimensional

effects present, which are absent in axisymmetric flows. This is particularly important

in separating flows where three dimensional affects may trigger separation at a different

location than in a two dimensional flow.

An axisymmetric flow with the Stratford-Smith pressure recovery was examined by

Hammache et al. (2002). The Stratford ramp was the shortest surface over which the
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maximum recoverable pressure rise could occur without separation, and was developed for

planar surfaces. Smith (1977) expanded this concept to axisymmetric surfaces, where it was

most commonly studied. In order to obtain the maximum recoverable pressure rise without

separation, the flow must be maintained on the verge of separation, with a skin friction

coefficient of zero. Two experiments were performed, one with a slightly less steep recovery

and one with a slightly more steep recovery. The mean velocity profiles here did not display

a logarithmic region. The streamwise normal stresses exhibited a peak which appeared to

have moved away from the wall. This was more observable for the steeper pressure recovery

case.

An axisymmetric boundary layer in the vicinity of separation was examined by Dengel

and Fernholz (1990). They examined three cases with the skin friction held constant very

near zero, one case with the skin friction slightly larger than zero, one case with the skin

friction slightly lower than zero and one case with the skin friction equal to zero. The shape

factor values were seen to increase slightly with downstream distance and were all in the

vicinity of the typical values given for separation. The mean velocity profile was found to

not agree well with the Coles’ law of the wake in the region near separation. When the

Perry and Schofield defect law for adverse pressure gradients near separation was used,

the agreement with the experimental measurements was much better. Near separation the

Perry and Schofield coordinates showed that the mean velocity profiles had reached an

asymptotic profile. The mean velocity profiles were also observed to have a universal profile

near separation, this however was not observed in the turbulent stress profiles. Instead the

turbulent stresses showed a rise in stress level as the flow developed downstream. In the near

wall region, the Reynolds stresses and turbulent production exhibited a decrease due to the

decrease in the mean velocity gradient caused by the pressure gradient. As had been noted

by other groups, the peak value of the Reynolds stresses and the turbulent production moved

away from the wall due to the pressure gradient, which led to the production peak being

located near the center of the boundary layer. Of the turbulent stresses, the streamwise

normal stress was found to be more strongly affected by the adverse pressure gradient

and was also more sensitive to the differences between the three skin friction cases. The

Reynolds shear stress peak value was observed to be reasonably constant over much of the

flow, although by the final measurement station, the value had increased significantly, with

most of the increase occurring in close proximity to the final measurement station.
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Another experimental study of an axisymmetric flow subjected to a strong adverse pres-

sure gradient which led to separation was examined by Alving and Fernholz (1996). In this

flow a small separation bubble developed and the flow was examined around the separation

bubble as well as downstream of reattachment. The flow reattachment was in a region of

mild adverse pressure gradient that then relaxed back to zero pressure gradient. The sep-

aration bubble examined here was shallow, corresponding to less than 5% of the boundary

layer thickness. The boundary layer thickness and momentum thickness increased monoton-

ically through the region of separation, reattachment and recovery, while the displacement

thickness fell after reattachment. Three bubble lengths after reattachment, the log law be-

came valid again, while the wake region remained distorted at the end of the measurement

section. After reattachment the stress behavior in the outer part of the boundary layer

showed the stresses relaxing, with the stress peaks dropping and the stress levels near the

edge of the boundary layer growing. The peak in production continued to follow the peaks

in the stress profiles, but also decreased in magnitude through the region of relaxation. The

streamwise normal stress in the near wall region showed a decay in the peak value, so that

the profile was mostly flat by the last measuring station. In addition a small near wall

peak was evident, characteristic of the inner layer in a zero pressure gradient case. The

wall normal and Reynolds shear stress never reached a plateau in the inner region of the

boundary layer. They in fact did not change much in the relaxation region, except for the

decaying of the peak values. The slow response of the Reynolds shear stress near the wall

was unusual. For this flow the outer layer relaxed back to a typical unperturbed boundary

layer, while the inner layer remained perturbed even at the final measurement location.

Finally, direct numerical simulations of two boundary layers subjected to strong adverse

pressure gradient were performed by Skote and Henningson (2002). One of the boundary

layers remained attached for all locations, while the other separated. The data gathered

from this DNS were compared with a set of scalings developed analytically in the paper.

For the adverse pressure gradient without separation, scaling by the friction velocity worked

as did the scaling by a pressure gradient based velocity scale, up = (ν 1
ρ

dP
dx )1/3. For the flow

which separated, the only scaling that worked was the pressure gradient based scaling. The

theoretical work showed that a universal self-similar velocity profile was possible only in

two cases, zero pressure gradient and zero wall shear stress. Two velocity scales yielded two

different velocity profiles, valid at the two limits of separation and zero pressure gradient,

in between these two cases, the velocity profiles depended on the Reynolds number and the
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pressure gradient in both the sub-layer and the overlap region. The scalings were as follows,

for the friction velocity scaling in the sub layer:

u+ = y+ (1.28)

and for the pressure velocity scale in the sublayer:

up = 1/2(yp)2 +
(

uτ

up

)2

yp (1.29)

For the adverse pressure gradient boundary layer, the logarithmic law of the wall held in

the overlap region, while for the separated flow the velocity scale in the overlap region was:

up =
1
κ

2
√

yp + Constant (1.30)

the half power law, where the constant was found to be -7. These equations, which were

developed for the overlap region, were in qualitative agreement with the DNS data and were

more consistent than any zero pressure gradient laws for describing the flow field.

For flows exposed to strong enough adverse pressure gradients to cause separation, a

number of generalities can be made. For the mean flow, the logarithmic law of the wall was

observed to be applicable upstream of separation for two dimensional flows, but not in the

case of axisymmetric flow. The correlation of Perry and Schofield has been observed to hold

in a wide range of flows near separation. The turbulent normal stresses in the near wall

region are much larger than in a zero pressure gradient flow and develop large peaks away

from the wall up until the point of separation. After separation, the flow field is generally

very different from an attached boundary layer due to the large perturbations.

1.2.3 Complex and practical geometry flows

Adverse pressure gradient flows in practical geometries, which are often much more

complex than those discussed above, have been studied by a few research groups as a

method of answering questions about adverse pressure gradients in a practical engineering

applications.

Tsuji and Morikawa (1976) examined a turbulent boundary layer subjected to a pressure

gradient alternating in sign. The alternating pressure gradient varied twice between an

adverse and favorable pressure gradient. The flow was examined in a zero pressure gradient

region before being subjected to an adverse pressure gradient, a favorable pressure gradient,
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another adverse pressure gradient and a final favorable pressure gradient. Even in the

presence of the varying pressure gradient, the shape factor and wall shear stress continued

to exhibit the behavior of a fully developed boundary layer for the first three regions of

the flow. The mean velocity profile followed the logarithmic law of the wall for the first

three regions of the flow, before the history of the flow started to have a large impact on

the mean flow. The first adverse pressure gradient region showed the typical features of the

turbulent stresses in an adverse pressure gradient flow. However, downstream the history

of the flow had a large impact on the stresses, as the stresses did not match prior favorable

pressure gradient stress data. In the second adverse pressure gradient region a knee point

appeared between the maximum value of the Reynolds shear stress and the outer edge of the

boundary layer. New Reynolds stresses were observed to develop inside the knee point due

to the abrupt pressure gradient change. The alternating sign of the pressure gradient led the

flow to depart from the equilibrium turbulent boundary layer and this departure became

more pronounced farther downstream. In regions of adverse pressure gradient following a

favorable pressure gradient, an internal boundary layer developed due to the sudden change

in the shear stress gradient at the wall. The rapid changes of the pressure gradient in this

flow led to very complicated structures downstream, however for the initial adverse pressure

gradient flow, the results were very similar to those observed by other research groups in

flows subjected to adverse pressure gradients prior to separation.

Webster et al. (1996a) examined the turbulent boundary layer developing over a two

dimensional bump. The flow was subjected to a mild adverse pressure gradient and then

accelerated up the bump under a strong favorable pressure gradient. On the other side

of the bump the flow encountered a strong adverse pressure gradient. The mean velocity

profiles did not follow the logarithmic law of the wall once the flow reached the top of the

bump, most likely due to the strong favorable pressure gradient, which may have started to

cause relaminarization. A large velocity deficit developed in the adverse pressure gradient.

The turbulent stresses developed an internal layer in the favorable pressure gradient and

this layer grew in the adverse pressure gradient. The knee point moved away from the

wall in the adverse pressure gradient, much like the stress peaks in other adverse pressure

gradient flows. The flow then recovered quickly on a flat plate downstream of the bump.

Webster et al. (1996b) examined a turbulent boundary layer developing over a swept

bump. The flow was subjected to the same pressure gradients as in the previous experiment,

along with cross flow. Again the mean velocity deviated from the log law for the region of
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the adverse pressure gradient, most likely due to the upstream favorable pressure gradient.

The turbulent stresses developed internal layers, which moved away from the wall in the

adverse pressure gradient.

An increasingly adverse pressure gradient without separation was examined by Samuel

and Joubert (1974). In this flow both ∂P/∂x and ∂2P/∂x2 were greater than zero. They

found that for this type of flow the only model of the boundary layer that remained valid

was the logarithmic law of the wall. The results were compared with the model of Perry

et al. (1966) which includes a ’wall region’ and a ’historical region’. This model led to three

regions: a sublayer, a logarithmic layer and a half-power layer. Townsend’s model based on

a linear stress layer was also compared with the mean flow results. Since the shear stress

did not exhibit a region of linearity, the model’s failure was not surprising. Neither of these

models adequately predicted the mean flow for the increasingly adverse pressure gradient.

The Perry and Schofield model worked well once ∂2P/∂x2 became negative, such that the

pressure gradient was no longer increasingly adverse. The streamwise normal stress in an

increasingly adverse pressure gradient did not have the same large outer layer increase in

turbulent intensity here. The mean velocity profiles showed excellent agreement with the

logarithmic law of the wall. The shear stress distributions near the wall agreed reasonably

with the values calculated using the method of Coles.

Complex engineering flows in axisymmetric geometries were summarized by Azad (1996),

whose research in conical diffuser flows has continued for almost three decades. The ex-

periments were performed in two conical diffusers, each with a divergence angle of 8o. The

pressure distribution was initially favorable, then increasingly adverse and finally decreas-

ingly adverse. The velocity defect profiles deviated significantly from Perry and Schofield’s

model even where the required condition on the shear stress was satisfied. The velocity de-

fect was also found to differ from the results of Dengel and Fernholz, which were performed

in an axisymmetric adverse pressure gradient boundary layer near separation. The stress

peak, which developed near the wall at the diffuser inlet, was found to move outward as

the flow progressed in the streamwise direction, in agreement with observations from two

dimensional flows. The turbulence production at the inlet was maximum at the wall but

as the flow developed, the peak shifted away from the wall into the core region of the flow

where its value decreased before asymptoting to an constant value near the outlet.

The interaction of the wake of an airfoil with a boundary layer subjected to both cur-

vature and adverse pressure gradient was studied by Tulapurkara et al. (2001). The results
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presented examined the effects of pressure gradient and curvature on the flow, both together

and individually. The Clauser pressure gradient parameter, β, was 0.62 for the adverse pres-

sure gradient examined here. Both the curvature and pressure gradient were selected to be

mild so as to avoid separation. The convex curvature was seen to suppress the boundary

layer growth, while the adverse pressure gradient and the concave curvature each enhanced

the boundary layer growth. The concave curvature was seen to enhance the boundary layer

growth more than the adverse pressure gradient. Individually, the effects of curvature and

pressure gradient were seen to be the same as observed by previous groups. The turbulent

kinetic energy and shear stress increased with adverse pressure gradient. The magnitude

of the change due to the convex curvature was more than that due to the adverse pressure

gradient. The effects of concave curvature and adverse pressure gradient were nearly the

same. Although the curvature parameters were nearly the same, the effect due to convex

curvature was much larger than that due to concave curvature. When the pressure gradient

and convex curvature were combined the result on the turbulent kinetic energy and the

shear stress was greater than the sum of the two effects acting independently. The same

was seen for the concave curvature and pressure gradient.

Olcmen et al. (2001) examined the flow outside of a wing/body junction. The boundary

layer they examined was three dimensional, with a two dimensional boundary layer in

the region approaching the wing/body junction. This flow was examined at two different

momentum thickness Reynolds numbers, Reθ = 5940 and 23, 200. The mean velocity deficit

profiles did not collapse in the outer region of the profiles in any coordinate system, which

may have been due to the complexity of the flow. For the higher Reynolds number case,

the Townsend structure parameter was shown to not correlate between any stations, while

the parameter S:

1
S

=
τ

v′v′
=

√
u′v′2 + v′w′2

v′v′
(1.31)

was seen to correlate well for the outer region of the boundary layer even though the stress

profiles varied along the direction of the flow. They noted that the streamwise normal

stress, normalized by the friction velocity squared, for the higher Reynolds number was

equal to or larger than for the lower Reynolds number case. Near the wall, the values were

not very different for most of the stations and the differences may have been due to greater

inactive motions for the high Reynolds number case. The wall normal stress profiles were

very similar for y+ < 1000. The shear stress increased in the outer layers and the maximum
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stress locations moved away from the wall as the flow progressed. They noted that if the

vorticity flux at the wall was similar for different Reynolds numbers, then the mean and

Reynolds stress profiles would be the same for the inner layer. For this experiment, the non-

dimensional pressure gradient and streamwise vorticity flux were equal for the two Reynolds

numbers.

A combined experimental and numerical study of a turbulent boundary in an adverse

pressure gradient was performed by Spalart and Watmuff (1993). The parameter β in-

creased from 0 to 2 along the length of the flow. The experiments were run at low Reynolds

numbers (Reθ < 1600) to allow for direct comparison between the direct numerical sim-

ulation (DNS) results and those of the experiment. The pressure coefficient distribution

agreed very well between the experiment and the DNS and the integral parameters agreed

reasonably well, although towards the end of the domain the DNS values dropped below the

experimental values for both θ and δ∗, which led to the shape factor, H, falling well below

the experimental values. For the shear stress the DNS was consistently higher than for the

experiment. The structure parameter, a1, agreed well between the experiment and DNS

once the flow was firmly located in the adverse pressure gradient, however the authors noted

that this agreement was slightly misleading since both the numerators and denominators

in the equation for a1 were off by approximately 15% between the experiment and DNS.

The differences between the experiment and simulation may have been due to the very low

Reynolds number. The flow was probably much more sensitive to initial condition effects

at such low Reynolds numbers as compared to a fully turbulent case.

For complex engineering flows in adverse pressure gradients, the logarithmic law of the

wall is once again observed to be valid. The Perry and Schofield correlation held for these

flows as long as the pressure gradient was not increasingly adverse. The stresses once again

developed a peak, which moved away from the wall as the flow developed.

1.2.4 Turbulence structure in adverse pressure gradient flows

The structure of the flow in adverse pressure gradient boundary layers has been examined

by a number of groups through the use of a variety of techniques. There are a variety of

parameters which are used to quantify the structure of a turbulent flow and the changes of

these parameters in adverse pressure gradient flows, as well as the changes in the structure

this implies, are described in this section.
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Quadrant Analysis for Adverse Pressure Gradient Flows

The idea of using quadrant analysis of the u and v velocity fluctuations to examine

the structure of the turbulence and the relative contributions of sweeps and ejections was

introduced by Wallace et al. (1972). The four quadrants produce the following contributions

to the flow: in quadrant 2, bursts or ejections; in quadrant 4, sweeps; in quadrant 1, outward

interactions, where high speed fluid from the sweep is reflected back toward the central

region; and in quadrant 3, inward interactions, where low speed fluid from the decelerated

region is pushed back toward the wall. The ejections and sweeps were approximately equally

probable at y+ = 15, the location of maximum production, and each accounted for 70% of

the total Reynolds shear stress in a zero pressure gradient boundary layer. The inward and

outward interactions, each produced a negative contribution of 20%, which resulted in the

net Reynolds shear stress. The two negative contributions were approximately equal over

the region and by reexamining the films of Corino and Brodkey (1969), they were found to

correspond to interactions between the sweeps and ejections.

Lu and Willmarth (1973) examined the structure of the Reynolds stress in a flat plate

boundary layer. They reviewed a large number of previous data sets and concluded that the

correlation coefficient Ruv = u′v′/u′′v′′ is near 0.45 for all zero pressure gradient boundary

layers. Here the double prime is used to indicate the rms value of a fluctuating velocity

component. They developed the concept of a hyperbolic hole of size H and then defined

the contribution to the Reynolds shear stress of each quadrant (Q) as:

(
u′v′

)
Q

=
1
N

∑
u′v′IQ (1.32)

where N is the number of samples acquired by the LDA and IQ is an indicator function

defined as:

IQ =





1, |u′v′|Q ≥ Hu′′v′′

0, otherwise
(1.33)

This concept allows one to ignore the contributions of small velocity fluctuations and con-

sider only the contributions of structures, which produce large positive or negative values

of the shear stress. As the hole size was increased, the contributions of quadrant 2 (bursts)

became relatively more important. This showed that bursts were very important to the

turbulent boundary layer. When H = 0, all events, both quadrant 2 and quadrant 4 (bursts

and sweeps) were nearly constant across the boundary layer except near the wall and the
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edge of the boundary layer. For most of the boundary layer the ratio of bursts to sweeps

was constant, only near the wall was there a sharp rise, implying that near the wall, bursts

were more dominant than throughout the rest of the boundary layer.

The turbulent structure of shear flows using quadrant analysis was examined by Brodkey

et al. (1974). They also attempted to show that the structures observed by various groups,

although called different names by each research group, were in fact the same flow structures.

Brodkey et al. (1974) measured the contributions to the Reynolds stresses for the four

different types of motion, as well as visually observing the events associated with these four

motions. They noted that ejections and sweeps were more intense and of a larger scale

than the interaction type motions. Outside the near wall region (y+ > 10) the frequency

of occurrence was the same. The ejections were 1/3 more intense than sweeps near the

region of maximum Reynolds stress even though they lasted for 20% less time due to the

larger average stresses. They also observed, using probability density distributions, that a

decelerating flow led to more ejection motions and wallward interactions.

The turbulent structure in a boundary layer subjected to a strong adverse pressure

gradient was examined by Krogstad and Sk̊are (1995). This study was a continuation of the

work of Sk̊are and Krogstad (1994), where the pressure gradient was observed to effect the

kinetic energy and shear stress, thus suggesting changes in the turbulence structure. The

diffusion rate from the kinetic energy equation was much larger in a strong adverse pressure

gradient and negative diffusion was observed in the inner layer, below the outer peak in

the turbulent production. The authors performed quadrant decomposition to examine the

importance of ejections and sweeps throughout the flow field, finding many differences

between zero and adverse pressure gradient flows. Near the wall for all events, quadrant 2

events are comparable, while quadrant 4 events follow a similar trend but differences are

noted. For strong events, (H = 4), very few quadrant 2 events were found near the wall for

the adverse pressure gradient boundary layer and strong quadrant 4 events dominated the

flow. In the presence of an adverse pressure gradient, turbulent motions directed towards

the wall were much more frequent. Weak quadrant 4 events in an adverse pressure gradient

boundary layer were dominated by short duration intense activity, while quadrant 2 events

were slower and longer lasting. For a zero pressure gradient boundary layer, quadrant 2 and

quadrant 4 events were similar for the inner half of the boundary layer, except very close to

the wall, while for an adverse pressure gradient quadrant 4 motions were dominant. Adverse

pressure gradient flows have more quadrant 1 and 3 contributions than zero pressure gradient
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boundary layers, with quadrant 1 contributions dominating. For the outer region, quadrant

2 contributions were dominant for both flows. In zero pressure gradients, quadrants 2 and

4 were approximately equal in the inner part of the layer and quadrants 1 and 3 were

negligible, while for an adverse pressure gradient, quadrants 1 and 4 contributed to the

inner part of the layer and quadrants 2 and 3 were negligible. The turbulent motion in the

outer part of the boundary layer for an adverse pressure gradient flow was more isotropic

than the flow near the wall.

Nagano et al. (1998) studied a boundary layer subjected to a sustained adverse pressure

gradient to examine the structure of the turbulence. Using quadrant analysis they showed

that quadrant 2 and quadrant 4 events became equal and increased toward the wall and

therefore the quadrant 1 and quadrant 3 events increased near the wall as well. This

indicated that in an adverse pressure gradient, the transfers of energy through turbulent

diffusion toward the wall became more dominant than in a zero pressure gradient flow.

Houra et al. (2000) examined the effect of an adverse pressure gradient on quasi-coherent

structures in the turbulent boundary layer. Using the quadrant decomposition for H=0,

they found that the frequencies of each motion were basically the same for zero and adverse

pressure gradients. As H was increased, quadrant 2 and quadrant 4 motions exceeded

quadrant 1 and quadrant 3 motions for zero pressure gradient flow while for adverse pressure

gradients, quadrant 4 was dominant and quadrant 1 events occurred more frequently then

quadrant 3 events. The contributions of coherent motions, especially from quadrant 2

decreased significantly in adverse pressure gradient flows.

Changes in structural parameters for Adverse Pressure Gradient Flows

The behavior of a turbulent boundary layer when subjected to sudden perturbations

was reviewed by Smits and Wood (1985). They found that the logarithmic law of the wall

applied for a wide range of adverse pressure gradients, up to those strong enough to cause

separation. However, the structure parameter, a1, and the mixing length were observed

to change strongly in an adverse pressure gradient. The values were seen to decrease in

adverse pressure gradients, with the amount of decrease dependent on the strength of the

pressure gradient.

Bradshaw (1967a), in the three boundary layers in equilibrium discussed earlier, showed

that the eddy viscosity was not constant in the outer portion of the boundary layer. In addi-

tion, he emphasized that in non-equilibrium boundary layers the eddy viscosity and mixing
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length should not be assumed to be universal. The structure parameter, a1, peaked about

80% of the way through the boundary layer, before decreasing near the outer edge. The

importance of active and inactive motions was also examined. In the inner layer, the active

universal motion produced the shear stress. In the outer layer, the inactive component,

which produces velocity and pressure fluctuations, but not shear stress, was important. As

the boundary layer developed in an adverse pressure gradient the inactive motions’ intensity

increased, which led to the decrease in a1. The streamwise normal turbulent intensity was

significantly larger than either the wall normal or the spanwise intensities and the peak

value of the intensity increased as the pressure gradient was increased.

In the previously discussed equilibrium boundary layer near separation examined by

Sk̊are and Krogstad (1994), the Townsend structure parameter, a1, was observed to main-

tain a constant value, which was slightly lower for an adverse pressure gradient flow than

for a zero pressure gradient flow. They also observed a dip in the outer region of the bound-

ary layer. For the Reynolds stress correlation, u′v′/u′′v′′, they observed that the value was

approximately the same for their flow near separation as it was for a zero pressure gradient

case. In the mixing length model, they found that the slope near the wall started at the

typical value of 0.41 at the beginning of the logarithmic layer, but rapidly increased to a

value of 0.78. This was taken to imply a dependence on the pressure gradient.

Simpson et al. (1977) found the turbulent structure of their increasingly adverse pressure

gradient flow to be similar to previously reported results. Upstream of separation, the

Townsend structure parameter, a1, was found to take on a value of 0.13 for the outer

portion of the boundary layer, with smaller values in the near wall region. They added the

effect of the normal-stress terms to the structure parameter by introducing a parameter, F ,

which was defined as:

F = 1−
(
u′u′ − v′v′

)
∂U
∂x

−u′v′ ∂U
∂y

(1.34)

This factor compared the ratio of total production to shear production. According to their

results the product, a1F led to a value closer to 0.15, the value typical of zero pressure

gradient flows. The new parameter, a1F represented the ratio of the total turbulence

that was produced by production mechanisms to the amount of turbulent energy that was

actually produced.

In the axisymmetric flow of Alving and Fernholz (1996) in which a small region of sep-

aration developed, the structure parameter, a1, as the flow approached separation was seen
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to drop across the boundary layer. After reattachment a1 rose rapidly to the characteristic

zero pressure gradient level in the outer layer. However, in the inner layer the structure

parameter remained small throughout the region of relaxation.

Elsberry et al. (2000) noted that the Reynolds stress correlation was not constant for an

adverse pressure gradient flow and varied as the downstream distance increased, for their

flow maintained on the verge of separation. The flow field was also anisotropic with the

longitudinal stress component being 3 times that of the transverse component.

For a turbulent boundary layer in an adverse pressure gradient examined both exper-

imentally and using DNS, Spalart and Watmuff (1993) noted that the streamwise normal

intensity peak rose only slightly in the adverse pressure gradient, while the other compo-

nents rose rapidly. The structure parameter, a1, similar to earlier findings was seen to dip

in the outer part of the boundary layer in the adverse pressure gradient.

1.2.5 Summary of experimental observations in adverse pressure gradient

flows

Experimental investigations of adverse pressure gradient boundary layers have shown

that the mean velocity profile develops a large wake region once the flow is subjected to

an adverse pressure gradient, but the logarithmic law of the wall has been seen to remain

applicable over a wide range of pressure gradients. The turbulent stresses have been seen to

develop peaks, which move away from the wall as the flow progresses. These peaks are also

seen in the turbulent kinetic energy production development. The structure parameter, a1,

dips in the outer part of the boundary layer for adverse pressure gradient flows. Quadrant

analysis has shown that bursts and sweeps, quadrant 2 and 4 events, increase in the near

wall region for adverse pressure gradient flows.

1.3 Computational work

Computational work in adverse pressure gradient boundary layers spans a wide range

of methods and applications. While direct numerical simulation (DNS) will provide very

well resolved results at low Reynolds numbers, it is not possible to run a DNS simulation

on a practical high Reynolds number flow due to computational constraints. The work of

Spalart and Watmuff (1993) shows the potential pitfalls of studies at such low Reynolds

numbers. Other methods of closure have been developed for application in adverse pressure
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gradient flows and their ability to provide accurate predictions will be discussed below.

1.3.1 Integral/Algebraic Techniques

The simplest techniques for closure are the integral boundary layer methods and al-

gebraic eddy viscosity or mixing length techniques. However these techniques have not

provided a lot of agreement between the modeled and experimental results. The difficulties

associated with various forms of these models were well known even many years ago as

described by Bradshaw (1967b). Integral methods use empirical fits to profile data, usually

from low Reynolds number experiments, leading to problems at high Reynolds numbers.

Mixing-length and prescribed eddy-viscosity methods in rapidly changing boundary layers

have not been shown to work or produce accurate results in adverse pressure gradients.

Bradshaw et al. (1967) converted the turbulent energy equation into a differential equa-

tion for the shear stress using three empirical functions, which led to a refinement of the

mixing length equation to account for diffusion and advection. The three empirical func-

tions, assumed to change slowly in the streamwise direction, were: the structure parameter

a1 = τ/ρq2, taken to be constant with a value of 0.15; a length parameter, similar to the

dissipation length, L = (τ/ρ)2/3/ε; and a parameter G = (pv/ρ+1/2q2v)/(τ/ρ)(τmax/ρ)1/2

which was a diffusion function. Near the surface, the equation reduced to production

balanced dissipation, so L became equal to the mixing length. Near the outer edge of the

boundary layer, diffusion balanced advection and the equations defined the entrainment rate

based on a1 and G. The three empirical parameters were determined from Klebanoff’s zero

pressure gradient boundary layer and the model was applied to several equilibrium bound-

ary layers, including a variety of favorable and adverse pressure gradients. The agreement

with the mean flow and the shear stress profiles was very reasonable.

A variety of eddy viscosity and mixing length models were compared with experimental

data from a number of sources by Galbraith and Head (1975). The models included the

model developed by Thompson. Mean velocity profiles were fit using the profile family

developed by Thompson:
u

Ue
= γs

(
u

Ue

)

inner

+ (1− γs) (1.35)

where γs was Sarnecki’s intermittency function. These analytic functions were then used

to determine the shear stress distribution and the mixing length. The Thompson profile

included a number of regions to represent (u/Ue)inner: the viscous layer, a blending region
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and the log law region and thus failed when the pressure gradient was large, such as near

separation, where the log law region was poorly captured. This model compared very well

with the experimental data shown over a wide range of pressure gradients. Galbraith and

Head (1975) then compared their model with a large number of other eddy viscosity and

mixing length models. None of the models examined reflected the experimentally noted

trends of an increase in the value of κ with increasingly adverse pressure gradient, and an

increase in the maximum value of νT /Uδ∗ for the outer region of equilibrium boundary

layers in increasingly adverse pressure gradients. Of the models examined, the model of

Cebeci and Smith (1974), accounting for pressure gradients, was the most realistic but still

did not accurately portray the flow.

A new turbulence model for two dimensional turbulent boundary layers in strong adverse

pressure gradient boundary layers based on a modification of a mixing length model was

developed by Hytopoulos et al. (1997). The new model used the integrated turbulent kinetic

energy equation to take into account the past history of the flow; the peak shear stress as a

scaling factor, including the contribution due to the normal stresses; an empirical function

to account for structural changes to the turbulence near separation, using a1; and a shear

stress profile model in the near wall region, since the shear stress does not equal the wall

stress for strong pressure gradients. The shear stress distribution across the boundary layer

was predicted using a mixing length formula, which contained an inner and outer portion

along with a blending region. The agreement with experiments was at least as good, if not

better than the previous models.

1.3.2 Two Equation Models

The most widely used differential eddy viscosity model is the k-ε model. This model

has been modified in a number of ways to attempt to adequately predict experimental

adverse pressure gradient data, however it is well known that the k-ε model has difficulties

in predicting these flows correctly.

A number of k-ε and k-ω models for pressure gradient flows were compared by Wilcox

(1993). The k-ε model was inaccurate in adverse pressure gradient flows due to its defect

layer structure only being consistent with measurements in constant pressure layers. Low

Reynolds number modifications to the k-ε model did not improve the model predictions

in adverse pressure gradient flows. The k-ω model was shown to produce a defect layer
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structure, which was consistent with the experimental measurements for all pressure gradi-

ents. For skin friction prediction, the k-ω model did an overall better job for favorable and

adverse pressure gradients of all strengths.

Menter (1994) presented a new two-equation eddy viscosity turbulence model which

combined aspects of both a k-ε and a k-ω model. This new model blended the k-ω model near

the wall with the k-ε model in the outer layer to get the best parts of each model, avoiding

some of the difficulties associated with each of them. A shear stress transport model was

also developed from a modification to the eddy viscosity. The shear stress transport model

was able to predict the reduction of the eddy viscosity due to the adverse pressure gradient

better than any of the other models. While this new model showed small improvements

over the k-ω model, the shear stress transport model showed large improvements to the

predictive abilities of the model to match the experimental data of Driver (1991).

A modified k-ε model for complex adverse pressure gradient flows, eliminating the eddy

viscosity through the use of three structural parameters, was developed by Chukkapalli and

Turan (1995). They concluded that two equation models typically have trouble predict-

ing turbulence fields in arbitrary adverse pressure gradient flows for a number of reasons:

the normal stresses were neglected or poorly modeled in complex flows; the diffusion was

inaccurately modeled as isotropic when large eddies were present in the flow; and the dis-

sipation was improperly modeled as isotropic. Their modified model used three structure

parameters, including a1 that were determined empirically. Despite the empirical input,

the new model did not improve the predictions substantially.

Some of the problems associated with the performance of the k-ε model in adverse

pressure gradients were investigated by Rodi and Scheuerer (1986). Comparing the results of

the k-ε model with a one-equation model showed that the one-equation model yielded better

overall agreement with experimental results than the k-ε model. The poor performance of

the k-ε model was found to be due to the ε equation and the empirical coefficients used in

this model were found to be incompatible with the experimental observations of adverse

pressure gradient flows. By changing these coefficients to better match the experimental

results the overall prediction of the model was greatly improved.

Huang and Bradshaw (1995) developed a model for pressure gradient flow using the

mixing length formula where the turbulent length scale was taken as proportional to the

distance from the wall, and the velocity scale was derived from the local shear stress not

the wall shear. For both two equation and Reynolds stress transport models the success in
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predicting boundary layer flows with pressure gradients depended largely on the variable

used for the length scale. The dissipation length led to incorrect velocity slopes in the log

law region for pressure gradient flows. The variable ω = ε/k seemed to be the best choice,

although no physical reason was known.

1.3.3 Reynolds Stress Transport Models

Launder et al. (1975) developed the first Reynolds stress transport model in an attempt

to remedy the poor performance of effective viscosity models in complex flows. The Launder

et al. (1975) model and many subsequent second moment closure models solve transport

equations for the Reynolds stress components, eliminating the need for an eddy viscosity.

However modeling of many terms in the transport equations are required and empirical

input is needed from either experiments or direct numerical simulations. A concern is

that most of the data used are from low to moderate Reynolds number simulations and

experiments. The models have not been well tested over a wide range of Reynolds numbers.

Many variants of the original model have been proposed, some of them designed especially

for adverse pressure gradient flows.

A second moment closure scheme with low Reynolds numbers and wall vicinity mod-

ifications was tested by Hanjalic et al. (1999). For a boundary layer flow in an adverse

pressure gradient this scheme produced results that agreed well with those from two differ-

ent experiments, Nagano et al. (1998) and Samuel and Joubert (1974). In particular, good

agreement was observed in the regions where prior models had failed. The model repro-

duced the departure from the logarithmic law of the wall and the variation in the slope of

the normalized turbulent stresses near the wall. Other complex flows in pressure gradients,

including separation, were accurately predicted using this model as well.

1.3.4 LES and DES

Large eddy simulation is a method that attempts to reproduce the dominant large scale

three dimensional, time dependent structure of the turbulence while modeling smaller scale

motions. It was developed to alleviate the enormous computational resource requirements

of direct numerical simulation while allowing computations at higher Reynolds numbers.

However, high Reynolds number computations of wall bounded flows are complicated by

the very small scales of the dominant eddies near the wall.
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Mellen et al. (2003) summarized a large scale research effort to examine the use of

large eddy simulation (LES) on the flow around an airfoil at relatively large Reynolds

numbers. The airfoil configuration chosen had detailed experimental and direct numerical

simulation results available and only slight trailing edge separation. Successful simulations

using LES were possible but required well resolved near wall regions, which in turn required

large numbers of grid cells. They concluded that RANS may still produce superior results.

Coarse near wall grids with wall functions produced disappointing results. With highly

resolved LES, the simulation results were in reasonable agreement with the experimental

results including those in the region of separation.

Detached eddy simulation (DES) is a hybrid RANS-LES technique where RANS is

used in attached boundary layers where it is well behaved and LES is used in detached

flows to capture large scale instability vortices. The technique was introduced by Spalart

et al. (1997) and is still under active development, with the major issue being how the two

methods should be blended.

Nikitin et al. (2000) described the use of DES for a channel flow. Their results show

that DES of non-separating flows leads to difficulties, which must still be addressed. The

solution was stable over a large range of Reynolds numbers using a coarse grid, and the

results showed that the turbulence was maintained in the channel and the results were

reasonably accurate. The method produced an increase in the mean velocity above the

expected values in the region where the near wall and outer layer models were blended.

In particular, the constants in the logarithmic law of the wall were far different for this

simulation than the traditionally accepted values. The stresses also behaved as expected

from this model. DES showed promise here, although more needs to be addressed in the

region where the LES and DES are blended.

Breuer et al. (2003) compared LES, DES and RANS for a separated flow around a

flat plate at high incidence. The simulations were performed on the same grid using the

same code to ensure an accurate comparison. RANS did not capture the unsteady shedding

behavior of the plate. DES and LES both produced the asymmetric vortex shedding motion

expected for this flow, with the DES results matching the LES results quite well. The DES

results did not accurately capture the Kelvin-Helmholtz instability, while the LES results

did. The DES results also did not accurately represent the free shear layer, due to the

choice of sub-grid scale model. A modified sub-grid scale model was applied and the LES

and DES results were much closer.
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1.3.5 Comparisons of various types of models

Four popular eddy viscosity turbulence models for adverse pressure gradient flows, both

separated and attached flows, were compared by Menter (1992). The models included the

Baldwin-Lomax zero equation model, the Johnson-King half equation model, the Baldwin-

Barth one equation model and the Wilcox (k-ω) two equation model. All four models

did a reasonable job at computing the skin friction for the increasingly adverse pressure

gradient flow by Samuel and Joubert (1974). The prediction of separation for the flows of

Driver (1991) led to more difficulties for all the models as the prediction of the location

of separation and the length of the separation region predicted varied between the models.

The algebraic method led to the least accurate results. The Johnson-King model gave the

best overall agreement with the experimental results, but led to high peak shear stress

values, while predicting the shear stress and velocity profile shape well. The k-ω model

overpredicted the turbulent shear stress, while predicting the mean velocity profiles well.

This overprediction appeared related to the relationship for the eddy viscosity, which failed

to account for advection of the shear stress. The model was significantly improved by fixing

this deficiency.

A comparison of four common turbulence models for an equilibrium turbulent boundary

layer was performed by Henkes (1998). The four computational models examined were the

algebraic model of Cebeci and Smith, the two equation k-ε model of Launder and Sharma,

the two equation k-ω model of Wilcox and the differential Reynolds stress model of Hanjalic

et al. (1999). The turbulent boundary layer scalings for each model were compared. All

four models asymptoted to the same classical scalings for the inner and outer layers of the

turbulent boundary layer with an adverse pressure gradient. The shape of the logarithmic

law of the wall in the inner layer was found to be independent of the value of β at large

Reynolds number. The outer layer asymptoted to the defect layer equation of Tennekes

and Lumley and not the defect layer equation of Wilcox, which was only valid for β = 0.

Comparisons of the models with the data of Sk̊are and Krogstad (1994) showed that the

differential Reynolds stress model was superior, but the algebraic and k-ω models were

reasonably accurate for this flow. Only the k-ε model examined here led to large deviations,

due to overprediction of the wall shear stress.

Very recently Yorke and Coleman (2004) compared some common turbulence models

for adverse pressure gradient flows. A recent DNS of an idealized adverse pressure gradient

boundary layer was used as the data for comparison for four common turbulence models.
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The DNS was performed in an uncomplicated parallel-flow geometry where the spatial de-

velopment due to an adverse pressure gradient was added using a temporally developing

straining of the channel. This model duplicated a number of adverse pressure gradient flow

characteristics, including the outer layer increase in turbulence intensity and the near wall

reduction in these same parameters. The four models which were tested were the Baldwin-

Lomax algebraic model, the Spalart-Allmaras one-equation eddy-viscosity transport model,

the Launder-Sharma low-Reynolds-number k-ε model and the Menter Shear Stress Trans-

port (SST) model. The Baldwin-Lomax model was generalized with the Cebeci-Smith two-

layer mixing length closure. First the models were run with no channel strain to observe

how they performed on two dimensional plane channel flow. All four models performed rea-

sonably in this case, although all but the algebraic model were tuned for external boundary

layers and thus had some difficulties with the channel. The algebraic model exaggerated

the wake, leading to a slightly too large shape factor for this flow. The eddy viscosity model

gave the best overall agreement. The Reynolds shear stress results for this case were all in

fairly good agreement. The k-ε model shear stress peak was least accurate. The strained

channel was then examined. The algebraic model underpredicted the separation time, while

the k-ε model delayed separation, as was expected based on its well known tendencies to

delay or even miss separation. The eddy viscosity model and the SST model were the best

at predicting the separation time. The best prediction of the Reynolds shear stress pro-

file was given by the eddy viscosity model and SST model, but both left much room for

improvement.

Overall, algebraic models do not predict adverse pressure gradient data well, except

when the constants are tuned to the particular flow being studied. The k-ε model is not a

good predictor in these flows as well, due to its difficulties dealing with the adverse pressure

gradient in the ε equation. LES is becoming more useful in its ability to predict these types

of flows, but still requires too many grid points in the near wall region to make it practical.

For now, the Reynolds Stress Transport models give the best results, but even these models

are not yet capable to matching the flow field in even very basic adverse pressure gradient

flows.

1.3.6 The Attached Eddy Model

In a different approach to modeling adverse pressure gradient flows, Perry’s group and

successors have worked for quite a few years on using an attached eddy model, based on the
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original idea of Townsend, of attached eddies. The original work used the attached eddy

hypothesis to model zero pressure gradient flows.

Perry and Marusic (1995) extended the attached eddy hypothesis originally developed

for zero pressure gradients to flows with arbitrary pressure gradients, both favorable and

adverse. Two types of attached eddies were responsible for the prediction of the turbulent

kinetic energy and the Reynolds shear stresses. Type A eddies are horseshoe type vortex

lines that extend to the wall. These were used in the original studies to model zero pressure

gradient flows and capture the universal wall structure of the mean flow in the log law.

Type B eddies, were added to represent the wake component of the mean flow and the non

universal turbulence intensities in the region near the wall. For type B eddies, the vortex

lines do not reach the wall and undulate in the spanwise direction. Although the legs of

the type B eddies do not extend to the wall, they are still attached eddies, in terms of

Townsend’s work, since their length scales were related to the height above the wall. Perry

and Marusic (1995) found that using only type A eddies it was not possible to accurately

match the various Reynolds stress profiles in equilibrium adverse pressure gradient flows.

They found that type B eddies were necessary to properly predict the flow. The choice of

shapes for the types of eddies was based on trial and error. This model could calculate the

streamwise normal stresses and the spectra once the development of the mean velocity field

and Reynolds shear stress field were known. Agreement with adverse pressure gradient data

was improved by the addition of type B eddies, but left room for improvement.

In an extension of the previous work, the modified attached eddy work was tested on

flows in non-equilibrium pressure gradients by Marusic and Perry (1995). They measured

the mean flow, turbulent stresses and spectra for a non-equilibrium mild adverse pressure

gradient turbulent boundary layer to produce the data necessary to test the attached eddy

model. The attached eddy model using both type A and type B eddies agreed quite well

with the new experimental data. For completeness it was necessary to include fine scale dis-

sipating motions and other detached motions, which at this time was being done empirically

for the logarithmic wall region.

Perry et al. (2002) further extended the attached eddy model to compute the entire

flow field from a given initial input, rather than requiring the mean velocity and shear

stress development to be known. A closure scheme based on the shear stress information

for the streamwise evolution of a turbulent boundary layer in equilibrium was expanded to

include non-equilibrium flows. The closure scheme developed was based on the log law of the
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wall, the law of the wake, continuity and the momentum differential and integral equations.

This led to an analysis that showed that the mean velocity profiles and the shear stress

profiles were functions of four parameters: S = Ue
U , a skin friction parameter; Π; β; and

ζ = Sδ99
dΠ
dx , a non equilibrium parameter. The attached eddy hypothesis was used to form

a relationship between β and Π for ζ = 0, and the shear stress profiles were assumed to form

a two parameter family on which basis shear stress matching was performed. A tentative

form of the closure equation was given and used to predict the flows described in Marusic

and Perry (1995) with reasonable success.

1.4 Scaling of Mean Velocity and Turbulence

1.4.1 Mean Flow Scaling

The scaling of the mean velocity profile has been examined extensively. Questions

continue to arise about the validity of the logarithmic law of the wall for adverse pressure

gradient flows and whether a power law velocity profile is more appropriate. New velocity

deficit scalings, which collapse the outer region of the flow, have been proposed. In addition,

much work has focused on the appropriate mean velocity scale for the wake region of an

adverse pressure gradient flow.

Standard Mean Velocity Profiles

The traditional method of describing the flat plate boundary layer was to divide it into

two separate layers, the inner layer and the outer layer. The mean velocity in the inner

layer depends on the fluid properties (ρ, ν), the distance from the flat plate (y) and the wall

shear (τwall). Non-dimensional inner variables are defined as:

U+ ≡ U

uτ
(1.36)

y+ ≡ y

ν/uτ
(1.37)

where ν/uτ is called the viscous length scale and uτ is the friction velocity, defined as:

uτ ≡
√

τwall

ρ
(1.38)

For the inner layer a universal functional form of the velocity profile should have the form:

U+ = f(y+) (1.39)
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Very near the wall the viscous shear stress is dominant and the shear stress is assumed to

be uniform and equal to the wall shear stress.

The function f can then be derived by integration of:

µ
dU

dy
= τwall (1.40)

yielding:

U+ = y+ (1.41)

This relationship holds in the viscous sublayer of a zero pressure gradient boundary layer,

but does not hold further from the wall when the turbulent shear stress is significant.

For the outer region of the boundary layer the flow is more inviscid in character, although

the turbulent stresses are still important. The mean velocity is typically expressed as a

deficit from the freestream velocity, (Ue − U). This deficit is traditionally assumed to be

proportional to the friction velocity, uτ and the length scale for the outer layer is taken to

be the boundary layer thickness, δ99. Under these assumptions, the universal functional

form for the outer layer is:
Ue − U

uτ
= g(η) (1.42)

where η = y/δ99. Between the inner and outer layers there must be a region of overlap in

which the mean velocity distributions match. The velocity gradients for the inner and outer

layer are written:
dU

dy
=

uτ
2

ν

df

dy+
(1.43)

and:
dU

dy
=

uτ

δ99

dg

dη
(1.44)

These gradients must be equal in the overlap region. Multiplying them both by y/uτ and

equating them leads to:

y+ df

dy+
= η

dg

dη
(1.45)

The left hand side is a function of y+ only and the right hand side is a function of η only,

so the two sides must be equal to a constant, which was chosen to be 1/κ, where κ was a

universal constant known as the Karman constant. This leads to:

y+ df

dy+
= η

dg

dη
=

1
κ

(1.46)
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Integrating this equation yields two profile descriptions for the overlap region:
U

uτ
=

1
κ

ln
yuτ

ν
+ B (1.47)

the logarithmic law of the wall, with B as a known constant of integration typically taken

to be about 5.0 and:
Ue − U

uτ
=

1
κ

ln
y

δ99
+ C (1.48)

the velocity deficit law for the outer layer where C is another integration constant. Note

that this logarithmic velocity profile only occurs in the overlap region, a relatively small

fraction of the total boundary layer thickness. The logarithmic law of the wall could also be

derived entirely from a dimensional analysis based on the work of Prandtl and von Karman

(1921). This analysis showed that in the overlap region the only possible length scale was

y, since the location was too far from the wall for a viscous length scale to be appropriate

and too far from the outer region of the boundary layer for the boundary layer thickness to

be useful either. The velocity scale must be uτ and therefore the velocity gradient in the

overlap region was given as:
dU

dy
=

uτ

κy
(1.49)

based on dimensional arguments. The constant κ was added as a constant of proportionality

and from this equation the law of the wall could be computed as before.

Power law profiles have been used as an alternative to the log law. This description

came from curve fitting the experimental data to an equation of the form:

u+
power = Cpower(y+)α (1.50)

where Cpower and α are Reynolds number dependent (Schlichting (1979)). A discussion

below will comment on the validity of these two descriptions of the inner layer.

The outer layer mean velocity profile for a boundary layer subjected to a pressure

gradient was expanded by Coles (1956) to include the law of the wake. The mean velocity

profile was modified so that the outer layer portion depended not only on the boundary

layer thickness, but also on the parameter Π, which will be described further below. This

led to:
U

Uτ
= f

(yuτ

ν

)
g

(
y

δ99
, Π

)
(1.51)

This mean velocity profile could then be rewritten based on the examination of a large

amount of experimental data as:

U

uτ
= f

(yuτ

ν

)
+

Π
κ

w

(
y

δ99

)
(1.52)
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where Π was a profile parameter, which depended on the strength of the wake in a particular

flow and was thus variable. The function w( y
δ99

) was called the wake function and it was

common to all two dimensional boundary layer flows. The values of the wake function were

tabulated in Coles’ paper, but it is often approximated using the form:

w

(
y

δ99

)
= 2 sin2

(
πy

2δ99

)
(1.53)

The parameter Π could also be empirically related to the Clauser pressure gradient param-

eter β (Durbin and Pettersson Reif (2001)):

Π = 0.8 (β + 0.5)3/4 (1.54)

Mean Flow Inner Layer Description

For many years there has been disagreement over the most appropriate description of the

inner layer of the mean flow profile. In addition to the question over whether the logarithmic

or power law description was better, the values of the constants chosen for either of these

descriptions were also debated.

Huffman and Bradshaw (1972) examined the effect of low Reynolds number on the von

Karman constant. Coles and Simpson had both examined the same low Reynolds number

data for a turbulent boundary layer and come to contradictory conclusions. Coles’ approach

led to a constant value of κ, while Simpson found that κ varied with Reynolds number. The

optimization used by Huffman and Bradshaw involved the mixing length distribution given

by:

l+ = κy+

(
1− exp

[
−τ1/2y+

A+

])
(1.55)

which for large values of y+ led to the commonly used mixing length, l+ = κy+. They

found that using a search algorithm, the value of κ had no trends with Reynolds number,

although the value of A+, which led to the constant C did exhibit Reynolds number effects.

The optimum value of κ was found to be 0.41 and it was assumed constant for the rest of

the analysis. The value of A+ appeared to be a universal function of the gradient of the

shear stress.

A wall boundary layer over a range of Reynolds numbers was examined by Andreopoulos

et al. (1984). Small Reynolds number effects were noted for the mean velocity profile in the

buffer and log law region. The Karman constant was found to be independent of Reynolds

number, while the additive constant B decreased slightly for increasing Reynolds number.
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Using the method of incomplete similarity, Barenblatt (1993a) developed a scaling law

for the mean velocity distribution in fully developed turbulent shear flows. For the logarith-

mic law of the wall scaling, the assumption is that at large enough local Reynolds numbers

and sufficiently large flow Reynolds numbers the velocity gradient does not depend on the

molecular viscosity. The new scaling law assumed instead that the dependence of the ve-

locity gradient on the molecular viscosity is a power law behavior when the flow and local

Reynolds numbers are large enough. The resulting law was compared with the traditional

logarithmic law of the wall. The new scaling law was assumed to be dependent on the local

Reynolds number and for a pipe flow led to:

U+ =
(

1√
3

ln Red +
5
2

)(
y+

) 3
2 ln Red (1.56)

The two mean velocity scaling laws were equally valid for the data examined in this paper.

In a companion paper Barenblatt (1993b) used the above defined scaling law and com-

pared it to the data of Nikuradze to determine the necessary constants and confirm its

accuracy. The conclusion was that the scaling law proposed above must be compared with

other data to determine if it performed better than the log law or not. Barenblatt et al.

(2000) expanded their prior scaling for turbulent pipe flow to turbulent boundary layers

with good agreement. They started by defining a new Reynolds number:

ReΛ =
UeΛ
ν

(1.57)

where Λ was a particular length scale that led to the same scaling law they determined for

pipe flow with the same values for the constants. This Reynolds number was also defined

as:

ReΛ =
√

Re1Re2 (1.58)

where the two Reynolds numbers, Re1 and Re2 should have the same values theoretically,

but due to uncertainties in measured quantities were found to be slightly different. To

determine the two Reynolds numbers it was necessary to solve the following equations by

fitting the data:
1√
3

ln Re1 +
5
2

= A1 (1.59)

and:
3

2 ln Re2
= α1 (1.60)
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which came from the functional forms of the equations given below:

U+ = A1

(
y+

)α1 (1.61)

for the region adjacent to the viscous sublayer and:

U+ = A2

(
y+

)α2 (1.62)

for the region above the previous region. The location where these two regions join was

dependent on the Reynolds number of the flow. In these equations the values of A1, A2,

α1 and α2 were all determined from the fitting of experimental data. The new universal

scaling law proposed by Barenblatt et al. (2000) was then given as:

ψ =
1
α

ln
(

2αU+

√
3 + 5α

)
= ln y+ (1.63)

where α was given as:

α =
3

2 lnReΛ
(1.64)

Plotting experimental data using this scaling produced a bisectrix when plotted as ln y+

versus ψ. Using a variety of available experimental data, they showed that this scaling law

accurately described the mean velocity distribution in the region adjacent to the viscous

sublayer. For the region above that region the power law description was not universal,

instead depending on freestream turbulence levels.

For turbulent flows subjected to pressure gradients, Huang and Bradshaw (1995) ex-

amined the logarithmic law of the wall. The logarithmic law of the wall was found to be

accurate for adverse pressure gradients mean velocity profiles almost up to the point of

separation.

By examining a large set of experimental data, Buschmann and Gad-el Hak (2003) were

able to compare the power law and logarithmic law scaling of the turbulent boundary layer.

Using a variety of data sets and the method of fractional difference, they compared the log

law and the power law proposed by Barenblatt. They found that the two laws did not cover

the same region of the overlap zone. The log law covered an inner region between the buffer

zone and a region they called the common region where both the power law and log law

appeared to hold. The power law covered this common region and extended up into the

wake region as well. They found that in the common region where both laws held, neither

could be selected as superior to the other using this method. They also noted that there
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was not a second power law zone in the wake region and that data could be fit better in

the outer region if a wake function was added to the inner law to complete the profile.

The choice of inner layer model for the mean velocity profile is still open for discussion.

From the most recent work, the power law and logarithmic law both appear to hold for

slightly different regions of the boundary layer and thus may both be used in scaling and

modeling of the flow. In addition, the choice of the most appropriate constants for either

model remains open, although standard values for the logarithmic law of the wall appear

to be valid over a wide range of flows.

Velocity Deficit/Defect Scaling

Perry and Schofield (1973) found that the mean velocity profiles for an adverse pressure

gradient flow collapsed onto a velocity defect profile of the general form of:

(U1 − U)
Us

= f (η) (1.65)

where U1 was the local freestream and Us was a characteristic velocity scale of the outer

flow. The parameter η = y/∆ where ∆ was a length scale, which could be derived from:

∆ =
(

U1

Us

)(
δ∗

C

)
(1.66)

using the displacement thickness and a universal constant C:

C =
∫ ∞

0
f(η)dη (1.67)

This set of equations was found to be valid when the maximum shear stress in the flow

profile was 1.5 times larger than the wall shear stress. The inner regions of all the velocity

profiles collapsed onto a single curve using the relationship:

∂
(

U
uτ

)

∂
(y

e

) = f1

(y

e

)
(1.68)

Traditional theory calculations of e, a length scale, did not work and the authors found

that:

e =
Lu2

τ

U2
max

(1.69)

worked, where L was the height of the maximum value of the shear stress. An overlap

region was then defined between the two velocity profiles, this led to:

Us

Umax
=

(
J

2K

)(
∆
L

)1/2

(1.70)
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where K was a universal constant and J was the slope of the straight portion of the mean

velocity profile when plotted as U/uτ versus (y/e)1/2. The length scale, ∆, could be ex-

pressed as ∆ = 2.86δ∗U1Us. The half power law mean velocity profile could then be written

as:
U

U1
= 0.47

(
Us

U1

)3/2 ( y

δ∗
)1/2

− Us

U1
+ 1 (1.71)

where Us could be found from:

Us = 5.68
(

δ∗

L
Ue

)1/3

Umax
2/3 (1.72)

Mean velocity profiles from a number of experiments were compared to equation 1.73.

When the maximum shear stress was less than 1.5 times larger than the wall shear stress,

the similarity proposed here failed, and the zero pressure gradient defect law based on uτ

was approached.

The mean flow in a turbulent pipe was examined by Zagarola and Smits (1998) to

produce an appropriate mean flow deficit scaling. They found that the log law did not

exist for pipe Reynolds numbers less than 400,000. They also noted that a power law was

a better fit to the region that was located outside the linear near wall region and before

the log region. This power law showed that viscous effects were important out to a y+ of

500. They observed that as the Reynolds number increased the flow went from power law

to log law dependence in the overlap region. There was a region of Reynolds numbers in

which both a power and log law existed. Based on the new proposal for the overlap region

between the power and log law, a new velocity scale was proposed (Ucl − U) as the outer

velocity scale. Using this scaling, they showed that the velocity profiles in the outer layer

collapsed much better than using the traditional scale of uτ for Reynolds numbers greater

than 31,000. The collapse was not so good for Reynolds numbers below 13,000 since an

overlap/power law region did not exist until this point and therefore similarity would not

yet be complete between the profiles. They expanded this analysis to the boundary layer,

by replacing (Ucl − U) with Ue
δ∗
δ based on a mass flux deficit analysis.

An asymptotic analysis of the mean flow of a boundary layer subjected to a strong

adverse pressure gradient was performed by Afzal (1983). This asymptotic analysis used

two non-dimensional parameters:

Rp =
δUp

ν
(1.73)
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and:

Λ =
τw

δpx
(1.74)

where:

Up =
(

νpx

ρ

)1/3

(1.75)

Inner and outer layer equations were developed and matched. The resulting mean flow

equation for the velocity profile showed a half power law form. This formulation was then

compared with experimental data from a variety of sources and shown to exhibit a substan-

tial half power region when plotted as U/Up versus
√

(yUp/ν).

Skote and Henningson (2002) examined the use of a pressure gradient velocity scale

for a flow near separation. The use of the friction velocity was not appropriate since near

separation it approached zero. Therefore a pressure gradient velocity was used:

Up =
(

ν
1
ρ

dP

dx

)1/3

(1.76)

This was done instead of defining an outer scaling, since the definition of an outer scale

must be done a posteriori, while this scaling may be defined based on the flow.

Outer Layer Scaling

In a recent work, Castillo and George (2001) performed a similarity analysis for pressure

gradient flows which led to a parameter:

Λ =
δ

ρU2∞
dδ
dx

dP

dx
=

δ

U∞ dδ
dx

dU∞
dx

(1.77)

that could be used to describe the outer flow of the turbulent boundary layers. This

parameter led to only three separate velocity profiles, one each for favorable, adverse and

zero pressure gradients. Starting with the turbulent boundary layer equations given by

Townsend for high Reynolds number and pressure gradient, the authors applied a similarity

type solution, which showed that the outer equations permitted full similarity and a solution

was found for zero pressure gradient. Additional similarity requirements were required for

pressure gradients and these led to the relationships δ ∼ Un∞ and Λ constant for similarity.

These two relationships together led to an explicit relationship for n = −1/Λ for equilibrium

boundary layers. Based on a wide variety of previous data in pressure gradient boundary

layers, the parameter Λ could be seen to take on three distinct values, 0.22 in adverse
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pressure gradients, -1.92 in favorable pressure gradients and 0 in zero pressure gradient

boundary layers. The mean velocity profiles were then shown to collapse in the outer layer

using the Zagarola and Smits scaling.

Wake Region Scaling

Bernard et al. (2003) examined an adverse pressure gradient boundary layer and showed

that the logarithmic law of the wall fit the mean velocity data well, although as typical of

adverse pressure gradient boundary layers as the wake became more pronounced the region

over which the logarithmic law of the wall was applicable decreased. The wake for this flow

did not follow any of the typical wake profiles, so a new model was developed. The inner

wake developed a linear profile based on a half-power mixing length law and required a new

length scale given as:

y∗ =
( y

δ∗
)(

Ue

uτ

)
(1.78)

The velocity profile expression followed the work of Perry and Schofield using a velocity scale

Us calculated in a similar manner to the work of Dengel and Fernholz. The mean velocity

scale was still dependent on uτ but was modified, including the use of a new pressure

gradient parameter:

β′ = β
uτ

Ue
(1.79)

The velocity profile at the last three stations in their experiment tended to a common linear

inner wake profile:

u+ = (1/χ)
[√

y∗ (1 + β′y∗) +
(
1/

√
β′

)
ln | β′

√
y∗ +

√
1 + β′y∗ |

]
+ D (1.80)

where χ was found to be 1 + 0.9β′ based on a least squares fit of the data.

1.4.2 Turbulent Stress Scaling

Much less work has focused on the scaling of the turbulent stresses when compared

with scaling the mean velocity. However due to advances in experimental measurement

techniques in the past decades much more turbulent stress data is available, which can be

used to develop new turbulent stress scalings. Many of the current turbulent stress scalings

for adverse pressure gradient flows are very restrictive or applicable only in very specific

flows.
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Mixed Scaling for Flat Plate

An investigation by Mochizuki and Nieuwstadt (1996) studied the Reynolds number

dependence of the peak in the streamwise normal turbulent intensity using a great deal of

previously published boundary layer data from a large number of different research groups.

Within the scatter of the data the peak value of the streamwise normal turbulence intensity

was found to be constant with a value of umax
′2+

= 7.34. Initially a weak Reynolds number

dependence was proposed, but the use of a constant value fit the data equally well. Using a

least squares fit, the location of the peak value was found to vary as a function of Reynolds

number as y+|peak = 0.00017Reθ +14.4. The value of the intensity at the peak location was

the same for internal and boundary layer flows, which suggested that the near wall region

of fluctuations were locally in equilibrium with the shear stress and the inactive motions

which were outer layer in origin were not an influence on the intensity.

The Reynolds number effects for a flat plate boundary layer over a range of momentum

thickness Reynolds numbers from Reθ = 1400 − 31, 000 were examined by DeGraaff and

Eaton (2000) who reached a different conclusion than Mochizuki and Nieuwstadt (1996).

The Reynolds shear stress u′v′ and the wall normal stress v′v′ collapsed well in the traditional

inner scaling using uτ
2. The streamwise normal stress u′u′ however did not collapse in the

traditional scaling. A new mixed scaling of Ueuτ was found empirically to collapse the

streamwise normal stress. While it was not possible to support this new scaling using

classical arguments, new work by Marusic and Kunkel (2003) led to a possible explanation

for its validity. In addition, DeGraaff and Eaton (2000) used the energy balance as a possible

explanation, since for a constant density flow the total power dissipation of a boundary layer

scales with Ueuτ
2, which depends on both the inner and outer velocity scales.

Metzger et al. (2001) reexamined the results of Klewicki and Falco (1990) and showed

that the collapse in this new scaling also held for those experiments, which were run at very

high Reynolds numbers, up to Reθ = 5, 000, 000.

Attached Eddy Scaling

The streamwise normal stress in a zero pressure gradient boundary layer and how it

scales based on the attached eddy hypothesis and Reynolds number similarity was exam-

ined by Marusic et al. (1997). The formulation for the streamwise normal stress was

extended from the previous work by Perry and colleagues by treating the stress similarly to
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the mean flow, which led to two regions of deviation from the straight line portion of the

profile, one due to viscous effects and the other due to the wake. The viscous deviation was

made up of two parts: the viscous correction, which was isotropic, and of the Kolmogorov

eddy-type cut-off and the contribution to the anisotropic behavior as the boundary was

approached due to the lack of representative attached eddy scales below the smallest scale.

The wake deviation was assumed to be universal as required by Townsend’s Reynolds num-

ber similarity hypothesis and the self preserving flow assumption for zero pressure gradient

boundary layers. A similarity formulation for the entire region of the boundary layer out-

side the viscous buffer zone was proposed and compared with experimental data over a wide

range of Reynolds numbers, showing reasonable agreement for moderate and high Reynolds

numbers.

This work was then extended by Marusic and Kunkel (2003) to include the entire bound-

ary layer. As more data has become available in the inner region of the boundary layer

it has been noted that the streamwise normal stress peak increased as the Reynolds num-

ber increased as: max(u+
rms) = 1.6 + 0.28log(Reθ). Based on the assumption that the

outer layer turbulence forces the viscous buffer zone and sublayer as a function of Reynolds

number, the model was extended to the near wall viscous region. A possible functional

form of this extension was proposed and then used to calculate profiles to compare with

experimental results. This agreed well with the experimental results for a wide range of

Reynolds numbers. The model captured the increase in the streamwise normal stress peak

with increasing Reynolds number. This lent support to the ideas that the outer region had

a direct effect on the near wall region down to the viscous sublayer. This formulation also

provided some explanation as to why the DeGraaff and Eaton mixed scaling worked. In

the limit of high Reynolds number it could be shown that the streamwise normal stress

scaled on the product of the friction velocity and the freestream velocity would approach a

constant, thus leading to the empirical scaling which has been shown to work at moderate

Reynolds numbers.

Reynolds Stress Scaling in Adverse Pressure Gradients

A new method of scaling the turbulent stresses in adverse pressure gradient boundary

layers was proposed by Elsberry et al. (2000). The method is based on the location of the

maximum measured free stream velocity, Uo and the momentum thickness at that location

θo. The mean velocity profile for the data of Elsberry et al. (2000) was approximately



Chapter 1. Introduction and Objectives 49

self-similar and expressed as:
U

Ue
= f ′

(y

θ

)
(1.81)

To determine the scaling of the turbulent stresses, the mean velocity profile was substituted

into the two dimensional mean momentum equation, resulting in the following:

Ue
dUe

dx

(
f ′′2 − ff ′′ − 1

)− U2
e

θ

dθ

dx
ff ′′ +

∂

∂x

(
u′2 − v′2

)
+

∂

∂y
u′v′ = 0 (1.82)

The similarity scales for the mean velocity were assumed to be expressible as power laws

(Ue ∝ x−n and θ ∝ xm), which led to:

Ue
dUe

dx
∝ U2

e

θ
∝ x−2n−1 (1.83)

The maximum value of the freestream velocity Uo was found to collapse the peak value of

the normal stresses, however this collapse did not occur at the same height above the wall

as for the shear stress and thus a new length scale was also necessary. The new normal

stress scales were:

u′u′ = U2
o g11

(y

θ

)
(1.84)

v′v′ = U2
o g22

(y

θ

)
(1.85)

The exponent for the movement of the peak in the stresses away from the wall with increas-

ing downstream distance was found to be 1.2. To obtain this dependence the nondimensional

location (y/θ) was multiplied by the Reynolds number based on θ raised to the -0.2 power.

This changed the mean velocity profile to:

U

Ue
= f ′

(y

θ
Re−0.2

)
(1.86)

requiring:
∂

∂y

(
u′v′

) ∝ x−1.4 (1.87)

To satisfy this requirement the velocity scale was the product of the reference velocity and

the local external velocity (UoUe). A new length scale of y/(θRe0.2
θ ) collapsed the peaks of

the normal stresses when they were nondimensionalized by U2
o and the shear stress when

nondimensionalized by UoUe. The length scale also worked at collapsing the mean velocity

profiles and the Reynolds stress correlation. The different scales for similarity of the mean

flow and turbulent stresses indicates the flow is not in equilibrium, and that the scales are

most likely not unique.
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In the separating and reattaching flow of Song and Eaton (2004), the scaling of the

turbulent stresses at the separation location was examined. The length scale necessary to

collapse the peaks for both the streamwise stresses and the shear stress was found to be

y/yinflection, where yinflection is the location of the inflection point in the mean flow. For

the streamwise normal stress, the stress was found to scale with U2
inflection, where Uinflection

is the velocity in the mean flow at the inflection point. The wall normal stress scaled on the

value of u2
τ,ref , the friction velocity in the boundary layer prior to the start of the adverse

pressure gradient. Finally, the shear stress scaled on the local freestream velocity. These

velocity scales are complex, and most likely depend on the specific geometry. They do

however show that for strong adverse pressure gradients, the stresses do not scale in those

scales that collapse the flat plate data.

1.5 Summary

For a zero pressure gradient boundary layer, there is still debate over whether the mean

flow is best represented by the logarithmic law of the wall or by a power law velocity profile.

A very recent study by Buschmann and Gad-el Hak (2003) compared these two models and

found that while they apply to slightly different regions of the profile, neither one could

be considered to be better than the other. Thus at least for now, the debate over this

issue remains open. The scaling of the velocity deficit profile has also been examined in

recent years and the recent work of Zagarola and Smits (1998) provides a new velocity scale,

Ueδ
∗/δ99, which has been shown to collapse the deficit profiles better than previous velocity

scales. For the turbulent stresses, the traditional scale of uτ
2 has been shown to be valid

for both the wall normal and Reynolds shear stress. However, for the streamwise normal

stress, the mixed scaling of DeGraaff and Eaton (2000), Ueuτ is necessary to collapse the

stress profiles over a wide range of Reynolds numbers.

In adverse pressure gradient boundary layer flows, the mean profile does not change

much and it has been shown that the logarithmic law of the wall still holds, although the

region over which it is applicable decreases as the pressure gradient increases. For the mean

deficit profile, the new velocity scale proposed by Zagarola and Smits (1998) still holds.

In addition, the work of Castillo and George (2001) develops the idea of a specific velocity

deficit profile, using the Zagarola and Smits velocity scale which is valid for all adverse pres-

sure gradients regardless of the strength of the pressure gradient. This approach introduces



Chapter 1. Introduction and Objectives 51

a non-dimensional parameter, Λ, which they showed has only three values. Recent work by

Elsberry et al. (2000) develops a method of scaling the turbulent stresses for adverse pres-

sure gradient flows that depends on the momentum thickness Reynolds number of the flow

as well as the maximum free stream velocity the flow experiences during its development.

Downstream, in the redevelopment region, DeGraaff (1999) showed that the flow devel-

ops a stress equilibrium layer where the Reynolds stresses are in equilibrium with the local

skin friction. In this region the flat plate stress scalings once again hold in the near wall

region. This was also shown by Song (2002) in a separating and reattaching flow.

Computational modeling of adverse pressure gradient flows depends strongly on the

model chosen. The standard k-ε model has been shown repeatedly to fail in regions of

pressure gradient. A recent analysis by Yorke and Coleman (2004) compared four of the

most common turbulence models used in adverse pressure gradient flows. They showed

that particularly for the Shear Stress Transport model and the eddy viscosity the turbulent

stresses and general flow were reasonably well predicted, however all current models still

leave room for improvement. LES and DES are widely viewed as the methods that will

supplant RANS based approaches, largely because of the difficulties RANS methods have

in non-equilibrium flows like adverse pressure gradient boundary layers. However, the re-

quired near-wall resolution in LES still constrains its application to relatively low Reynolds

number flows. A better understanding of scaling in non-equilibrium flows is needed to help

development of near-wall models for use with LES and DES codes.

1.6 Objectives

The goal of this thesis is to examine the effect the Reynolds number plays in mild ad-

verse pressure gradient turbulent boundary layers. The new data gathered in this study

will be examined using the currently proposed scalings for the mean velocity and turbulent

stresses. Additionally, the data will be analyzed with the goal of developing a new set of

turbulent stress scalings which will be applicable to general mild adverse pressure gradient

flows, and expand the flat plate scalings to include adverse pressure gradient flows which

do not approach separation. These scales may lead to a more detailed understanding of the

mixed scaling for the flat plate and the physics behind why it holds. The determination of

these scales requires analysis of the data to determine length and velocity scales which are
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appropriate for a decelerating flow. Experimental measurements were made over a momen-

tum thickness Reynolds number range between 3300 and 20,600 using a high resolution laser

Doppler anemometer. Computational modeling of the same flow was then performed using

information gathered experimentally whenever possible. The results from this modeling

were compared with the experimental data using a typical computational model to examine

the ability of this model to accurately represent the flow field. In addition, the results of

this set of computations were scaled using the mean velocity and turbulent stress scalings

developed for the adverse pressure gradient to examine the ability of the computational

models to produce the same scaling as observed experimentally.

In chapter 2, the experimental facility and measurement techniques, including the laser

Doppler anemometer and the oil flow interferometry technique used to measure skin friction,

are described. Chapter 3 covers development of the adverse pressure gradient flow at Reθ =

3300. Chapter 4 described the Reynolds number effects on the flow, including the proposed

new turbulent stress scaling. The conclusions of this work are presented in chapter 5. The

results of the computational effort are presented in Appendix C.



Chapter 2

Experimental Setup and Techniques

2.1 Introduction

The experiments were performed in the Stanford High Reynolds Number Wind Tunnel,

which consists of a laboratory scale wind tunnel located inside a large pressure vessel. The

vessel can be pressurized up to 8 atmospheres and the wind tunnel speed can be changed by

a factor of three, leading to a ratio of 24:1 in the Reynolds number at a single measurement

location. At the highest test Reynolds numbers, the viscous length scale in the boundary

layer is very small (3.5 µm), requiring the use of high resolution measurement techniques.

A custom made high resolution laser Doppler anemometer (LDA) was used to measure the

mean and turbulence quantities in the flow. A non-intrusive skin friction measurement

technique was adapted to measure the skin friction in the test section without the need to

use the conventional log law fit. Additionally, wall pressure measurements were made to

quantify the exact pressure distribution through which the flow progressed.

2.2 High Reynolds Number Wind Tunnel

2.2.1 Pressure vessel

The pressure vessel, or tank, is pictured in Figure 2.1. This steel pressure vessel was

made by Melco Steel in Asuza, California. The pressure vessel is 8 feet in diameter, 19

feet in length and 1/2 inch thick. The inside of the vessel is accessed using a hydraulically

activated door (Harris Quick Opening Door). The tank is rated for a working pressure of

120 psig at 38o Celsius.

To operate the system at 4 or 8 atmospheres of ambient pressure, the tank is pressurized

using an Ingersoll Rand compressor (Model SSR-XF-400). The air from the output of

the compressor is conditioned using an Ingersoll Rand dryer (Model TM1900-KTE4) to

maintain the temperature and humidity at approximately 25o Celsius and 30% respectively.

To prevent damage to any of the systems located inside the tank, the pressure change rate

53
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Figure 2.1: Pressure vessel

was kept below 500 Pa/s, during both pressurization and draining.

An air/water heat exchanger (Thermal Transfer Products, Model AB-1002-B4-O) is

located between the exit of the dryer and the pressure vessel to reduce the temperature

increase caused by pressurizing the vessel. Due to compression work, the typical rise in

temperature without the heat exchanger was found to be 1.3o C/atm (Song (2002)). This

leads to high temperatures in the tank at 8 atmospheres of pressure, making it difficult to

align the LDA and maintain wind tunnel conditions during measurement. Using the heat

exchanger maintains the tank temperature to within +4o/− 0o C during the filling process

for the highest Reynolds number case.

2.2.2 Wind Tunnel

A closed loop laboratory scale wind tunnel, Figure 2.2, is mounted in the pressure vessel.

This wind tunnel is made of plexiglass, wood and other common laboratory materials since

it is only required to hold the dynamic pressure of the flow, even at high ambient pressures.
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Figure 2.2: Wind tunnel

The wind tunnel is driven by an Eaton Eddy current drive motor (25 HP, model AS-272-

504-01, 0-1690 RPM) equipped with an Eaton controller (model 4000), a Furnace motor

starter (model ESP100) and a Pacific Fan and Blower centrifugal blower (size 3, class III,

18” diameter wheel).

Inside the pressure vessel the temperature is controlled using an air/water fin-tube heat

exchanger (Super Radiator Coils model 30 x 28-4R-58/96-L), located in the return loop of

the tunnel. This allows the temperature in the wind tunnel to be maintained to within

±0.1o C through manual adjustment of the flow rate of cold city water through the heat

exchanger.

The flow through the wind tunnel is seen in the schematic in Figure 2.3. The flow

travels through a rectangular inlet, 762 mm by 711 mm, in the lower half of the vessel

door. This inlet is immediately followed by the heat exchanger and then a flow contraction.

The flow seeder is mounted at the exit of this contraction. After the flow is seeded, it

travels around the motor in a flexible duct before entering the blower through a section of

Hexcel honeycomb (3/16 cell size, 75 mm long) used to straighten the flow at the duct exit.

Downstream of the blower, the flow turns 180o during which time it is conditioned through

three grids (approximately 50% blockage), two Hexcel honeycombs (3/16 size, 75 mm long)

and three Howard Wire Cloth screens (34 mesh, 0.165 mm wire). The flow then enters a 5th
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Figure 2.3: Flow diagram (DeGraaff, 1999)

order polynomial contraction, which reduces the height from 762 mm to 152 mm, via a 5:1

contraction, while maintaining a constant width. This results in the test section turbulence

intensity being maintained at approximately 0.2% at a freestream velocity of 15 m/s. The

flow then enters the development section of the wind tunnel. The boundary layer is tripped

150 mm downstream of the exit of the contraction, using a rectangular strip 1.6 mm height

and 6.4 mm long in the streamwise direction. A development length of approximately 920

trip heights exists before the flow is contracted using a special insert to produce the desired

flow geometry, which will be discussed later. The side walls and ceiling of the tunnel are

tripped using Dymo labeling tape with a line of capital ”V’s” with a height of 1 mm. The

test section is 840 mm long and follows the development section. Two large glass windows

are mounted on the top and side walls to allow for clear optical access to the flow. The

remainder of the test section is made of 12 mm thick Plexiglass. Finally, a straight walled

diffuser is attached at the end of the test section to expand the height from 152 mm to 279

mm over 762 mm of length. The flow then passes through two dehumidifier coils in the

tank door before re-entering the inlet.

The motor and blower are isolated from the wind tunnel and pressure vessel by a vibra-

tion isolation system, used to minimize the influence of their vibration on the measurements.

The motor and blower are attached to a steel frame, which rests on 4 gimbal piston vibra-

tion isolators (Technical Manufacturing Corp model 64-25765-01). The pistons are filled

with air from a high pressure air cylinder located outside of the pressure vessel. Three of

the isolators have height control valves which maintain the pistons at the correct operating
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height to minimize vibrations.

2.2.3 Tunnel Condition Monitoring

During experiments the wind tunnel conditions are constantly monitored. These include

the tank pressure, the temperature and the freestream velocity. The tank pressure is mea-

sured using a Setra pressure transducer (model 207). The freestream velocity is measured

using a pitot probe (United Sensor Corp model PDC-8-G-6-KL), located approximately

330 mm upstream of the diffuser inlet and a Setra differential pressure transducer. The

temperature in the wind tunnel is measured using a thermistor, located in the development

section of the flow and connected to a Fluke multimeter (model 8840A). The temperature

information is gathered by one lab computer (Gateway GP6-350) equipped with a National

Instruments A/D board (PCI-MIO-16E-4) using LabView (version 6.0) and a National In-

struments GPIB board (PCI-GPIB). The temperature information is then passed to another

laboratory computer, which also monitors the tank pressure and freestream velocity. This

second lab computer (MSE model 486 DX2-66MHz) is equipped with a National Instru-

ments A/D board (model AT-MIO-16) and National Instruments LabView software (version

3.0.1).

2.3 Geometry

The mild adverse pressure gradient geometry is shown in Figure 2.4. The boundary

layer develops over a 1.5 meter long flat plate before being mildly contracted, using a 5th

order polynomial, over a distance of 169 mm measured along the bottom surface, from a

test section height of 152 mm to a height of 131 mm. The boundary layer then relaxes over

a 480 mm long flat plate. This length of flat plate is long enough for the boundary layer to

relax back to a typical flat plate boundary layer prior to exposure to the adverse pressure

gradient. The test section consists of 100 mm of upstream flat plate, a 4o linear expansion,

300 mm in length along the bottom surface, and a downstream redevelopment flat plate

of 200 mm length. The 4o linear expansion expands the tunnel height from 131 mm back

to 152 mm without separation. The cusp between the upstream flat plate and the linear

expansion was smoothed to prevent separation from occurring prior to the application of

the adverse pressure gradient. The trailing edge of the expansion produced a small step in

height between the end of the expansion and the redevelopment flat plate. This step was
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Figure 2.4: Adverse pressure gradient flow geometry

patched using spackling and sanded smooth.

A 4 degree ramp was chosen after using NASA’s INS2D RANS code and a modified

version of an integral boundary layer code, originally developed by Ashjaee (1980) for the

design of diffusers. The integral method code was modified to examine the shape factor and

pressure coefficient development for a range of ramp angles from 3o to 6o in 0.5o increments.

From this a 4 degree ramp was chosen. RANS simulations were then performed using INS2D

to ensure that the flow would not separate and that it would be moderately perturbed by

the adverse pressure gradient. The optimal ramp design was chosen to allow for the test

section to include an upstream flat plate region on which to take reference measurements,

a short downstream region in which redevelopment of the flow could be examined and the

steepest ramp on which a number of separate measurement locations as the flow developed

could be examined, without separation. The ramp was then fabricated from aluminum tool

plate. The surface was polished with 400 grit sand paper to remove any scratches or other

minor imperfections.

2.4 High Resolution LDA

As the Reynolds number increases, the viscous length scale decreases and therefore to

accurately measure turbulence quantities at high Reynolds number, high resolution tech-

niques are necessary. DeGraaff (1999) built a two component high resolution laser Doppler

anemometer (LDA) with a measurement volume 35 µm in diameter and 60 µm in length for

use in this facility. This section describes the general features of the high resolution LDA,
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Figure 2.5: LDA (DeGraaff, 1999)

its vibration isolation and height control system, and the seeding system. More detailed

information can be found in DeGraaff (1999) and DeGraaff and Eaton (2001).

2.4.1 Optical Design

A schematic of the LDA system is shown in Figure 2.5. A Lexel argon ion laser (model

95), located outside the pressure vessel, produces a green laser beam (λ = 514.5nm), which

is coupled into a single mode polarity maintaining optical fiber (Oz Optics) with a 3.5 µm

core at a maximum power of 0.5 W. This fiber delivers the beam into the tank where it is

attached to one end of the optical rail and collimated by a 3.5 mm focal length achromatic

lens. A two-axis Bragg cell (IntraAction model F2M 40/45) divides the beam into three

approximately equal intensity beams: the reference beam, which is frequency unshifted; the

u beam, which is 1st order horizontally shifted by 40 MHz; and then v beam, which is 1st

order vertically shifted by 42 MHz.

These three beams then pass through individual beam conditioning optics after being

reflected down by an upper mirror (50 mm square Melles Griot 02MLE007). The condition-

ing optics consist of: a planar-concave lens with a focal length of -20 mm (10 mm diameter,

Melles Griot 01LLK005); a positive achromatic lens with a focal length of 120 mm (24 mm

diameter, Melles Griot 01LAO134); and a set of apertures which are 6.4 mm in diameter

for the reference beam, 7.1 mm in diameter for the u beam, and 9.3 mm in diameter for

the v beam. The purpose of this set of lenses is to produce a small beam waist in the
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measurement volume. The beam waist (w) can be estimated as:

w =
λf

πD
(2.1)

where λ is the beam wavelength, f is the focal length of a focusing lens, and D is the

incoming beam diameter to the focusing lens. The beam apertures are used to determine

the beam diameter, with larger beam diameters leading to smaller beam waists.

The three beams are then reflected by a lower mirror (50 mm square, Melles Griot

02MLE007) toward the final focusing lens (TSI model 9167-350), which has a focal length

of 350 mm. This lens converges the three beams to the measurement volume near the mid

span of the wind tunnel test section. The converging angle between the reference beam and

the u beam is 4.99 degrees and the converging angle between the reference beam and the v

beam is 3.82 degrees for this set of experiments. The fringe spacing (df ) at the measurement

volume is defined as:

df =
λ

2 sin θc/2
(2.2)

where θc is the converging angle. The fringe spacings are thus 5.90 µm horizontally and

7.72 µm vertically. The larger the beam spacing, or converging angle, the smaller the fringe

spacing and the greater the resolution of the velocity measurements.

The collection optics consist of two achromatic lenses with 200 mm focal length (38.1

mm diameter Newport PAC007) and an optical fiber with a 50 µm core diameter (Realm

Communication Group). The collection optics are used in side scatter and are mounted on

a rail attached to the main optics rail. The two lenses are used for one to one imaging the

measurement volume onto the fiber tip. The optical fiber then transmits the collected light

to a photomultiplier tube and to the signal processing devices outside the pressure vessel.

The fiber tip has three translational axes relative to the rail on which three DC motors

(MicroMo Electronics INC model 1016M006G+10/01, 4096:1) are located with control from

outside the tunnel to allow for accurate positioning of the fiber tip from outside the tank.

The use of side scatter to collect the signal leads to a smaller measurement volume

length than either forward or backward scatter would. The shallow angle between the

converging beams after the final focusing lens leads to an overlap region a few millimeters

in length at the measurement volume. For forward and backward scatter collection optics,

the measurement volume length depends on the depth of focus of the collection optics, but

can be comparable to the length of the overlap region. For side scatter collection optics the
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measurement volume length is determined by the smallest aperture in the collection optics

system, which in this case is the diameter of the collection fiber.

The actual size of the measurement volume, both diameter and length, was found ex-

perimentally since it is dependent on the optical alignment and electronic signal processing.

The largest Doppler bursts which passed through the center of the measurement volume

were recorded using an oscilloscope (Tektronix, model TSD360). Since the velocity and

duration of the burst were known, the measurement volume diameter could be determined

to be 35 µm. The measurement volume length was found by monitoring the scattered light

intensity while traversing a 5 µm wire along the length of the measurement volume. A

conservative estimate for the length is 60 µm, the extra length compared to the 50 µm

diameter of the fiber core is caused by lens aberration and diffraction. The actual measured

volume using 0.5 µm diameter seed particles is probably somewhat smaller.

The comparative size of the LDA measurement volume and that of a small cross wire

hot wire is shown in Figure 2.6. The cross wire hot wire shown has an active length of 600

µm and a spacing between the two wires of 400 µm. This figure includes a scale to indicate

the viscous length scale at the lowest Reynolds number examined in these experiments. The

LDA measurement volume is approximately 1300 times smaller than that of the cross wire

hot wire. At the highest Reynolds number the measurement volume diameter is 10 - 12

viscous lengths.

2.4.2 Signal Processing

The scattered light gathered by the collection optics passes into a TSI photomultiplier

tube (model 9162). A TSI frequency shifter (model 9186A) downshifts the signal from the

photomultiplier by 35 MHz. This leaves the shift frequencies for the u and v components

at 5 and 7 MHz respectively. The signal from the shifter is then bandpass filtered between

1 and 30 MHz using a TSI filter conditioner (model 1984A). The filtered signal enters

a Macrodyne processor (model 3102). This processor contains a hardware FFT routine

and determines the Doppler burst frequencies for the u and v components. The processor

only considers a signal valid if both the velocity components are validated. The validated

frequency information is then transferred to a lab computer (Gateway GP6-350) via GPIB.

This computer is equipped with a National Instruments A/D board (PCI-MIO-16E-4), a

National Instruments GPIB board (PCI-GPIB) and National Instruments Software (version

6.0). The LabView software converts the frequency information into velocity information.
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Figure 2.6: Comparison in measurement volume size between the LDA and a cross wire hot wire
(DeGraaff, 1999)

A number of biases are commonly associated with LDA systems, although the appro-

priate corrections are often difficult and still remain a topic of research (McLaughlin and

Tiederman (1973) Gould and Loseke (1993), Stevenson et al. (1982), Balakrishnan and

Dancey (1998)). Fringe bias occurs when a particle travels through the measurement vol-

ume at a large angle and thus does not cross enough fringes to produce a valid measurement.

In the present system, this bias is insignificant due to the moving fringes produced by the

Bragg cell.

Validation bias is caused by filter bias and processor bias and can be considered to in-

clude all deviations from a flat validation response for the entire system over the possible

range of velocity measurements. Validation bias is both difficult to estimate and system de-

pendent. For the purpose of analysis of biases and correction performed here, the validation

bias and velocity bias are treated together as follows. Velocity bias exists in LDA systems

which operate in ”burst” mode, where a particle passing through the measurement volume

triggers a measurement instead of equal time sampling, which is done in high data density

systems. While a number of different correction schemes have been proposed for correcting

velocity bias, here the validation bias and velocity bias are combined and a correction is
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made to account for both together. The combination of these two biases allows for the for-

mulation of a transfer function for the LDA system, representing the probability the LDA

will output a velocity measurement for a given velocity in the measurement volume. The

transfer function can be defined as the product of the probabilities of a particle passing

through the measurement volume and of the particle being validated by the system. This

function is estimated experimentally as the data rate of the system as a function of the

velocity with all other variables held constant, including all the processor settings, so as

to account for the validation bias. This transfer function can then be used to weight each

velocity measurement by the probability of being validated using the following weighted

average:

U =
∑N

i=1 w(uiui)∑N
i=1 w(ui)

(2.3)

where:

w(ui) = (DR(ui))−1 (2.4)

For this system:

DR(ui) = 0.33− 0.11ui + 0.049u2
i − 0.0059u3

i + 0.00031u4
i − 0.0000059u5

i (2.5)

is the measured data rate as a function of the velocity, determined using a fifth order

polynomial curve fit.

Finally, velocity gradient bias is caused by the variation in the velocity across the mea-

surement volume. For U , V , v′v′ and u′v′ the velocity gradient bias can be neglected since

the corrections to these terms are all a function of the diameter of the measurement volume

squared times a second derivative, which for this system is very small. The velocity gradient

bias for u′u′ was corrected following the method of Durst et al. (1995) using:

u′u′true ' u′u′measured −
d2

16

(
dU

dy

)2

(2.6)

where d is the 1/e2 diameter of the measurement volume.

2.4.3 Vibration Isolation System

Maintaining the position of the measurement volume within a very small tolerance is

absolutely critical to avoid affecting the measurements. The motor and blower are already

isolated to prevent large scale vibrations from affecting the measurements, but this does
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Figure 2.7: LDA vibration isolation (DeGraaff, 1999)

not prevent low frequency vibrations (< 1 Hz) from causing the rest of the wind tunnel to

vibrate. Another vibration isolation system is used, along with a precision height control

system, to hold the LDA system very accurately in position. This vibration isolation system

consists of three gimbal-piston vibration isolators (Technical Manufacturing Corp Model 64-

301) along with a custom made active feedback control system to maintain the height. A

diagram of the isolation system for the LDA optics rail is shown in Figure 2.7. A more

detailed description of the redesigned vibration isolation systems can be found in Appendix

A. This system holds the position of the LDA to within ±3.7 µm for the 1 atmosphere

measurements and ±5 µm for the higher pressure measurements.

2.4.4 Seeding

The seeding system consists of a Paasche air brush (Model VL). Polystyrene spheres

with a diameter of 0.49 ± 0.012 µm (Spherotech Inc) are used as the seed. The particles

have a specific weight of 1.05 and are added to water with a mass concentration of 14% for

the purpose of seeding. The air supply for the air brush is from either a Kaesar compressor

(model KK1000) for the 1 atmosphere data, or an Ingersoll Rand compressor (model 2340L5)

for the 4 atmosphere data, or a cylinder of breathable air for the 8 atmosphere data. The

air brush is mounted in the return loop, as shown in Figure 2.3 and passes through the

blower and flow conditioning prior to entering the test section.

A dehumidifying system is located in the door of the tunnel to remove the water added
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to the system through seeding. This is done using a set of two dehumidifying coils of 1/2”

diameter copper tubing, each 50 feet in length running 5o C chilled water to condense the

water vapor on the coils before collecting it in the bottom of the door. The relative humidity

can then be maintained at approximately 40% for 1 atmosphere and 70% for 8 atmosphere

data.

The seed particles attach themselves to the interior surfaces of the wind tunnel and the

screens and mesh of the flow conditioning throughout the experiments and these surfaces

are cleaned periodically to prevent the flow conditioning system from becoming too blocked.

The data rate of the LDA system is a function of a number of parameters in this facility:

the alignment of the optics, the density of the air and the humidity. At higher pressures, and

thus higher air density, the light intensity along the beam path is decreased. The intensity

of the scattered light from the seed particles passing through the measurement volume is

weaker arriving at the collection optics fiber than for lower air densities. At 1 atmosphere,

the data rate is typically 20 Hz and at 8 atmospheres, the data rate is typically less than 1

Hz.

To examine how faithfully the particles follow the flow, the Stokes number of the flow

is examined. The relaxation time of a flow tracer to a step change in velocity, using Stokes

drag is:

τp = d2
p

2
(

ρp

ρfluid
− 1

)

36ν
(2.7)

where dp is the particle diameter, and ρp is the particle density. The relaxation time of

the Spherotech polystyrene particles is 0.7 µs at the highest Reynolds number experiments.

The Kolmogorov time scale (τf ), the smallest time scale of the flow is:

τf =
(ν

ε

)1/2
(2.8)

estimated as 12 µs. Therefore, the Stokes number for the worst case is:

τp

τf
= 0.058 (2.9)

which shows that the particles faithfully follow the flow.

2.4.5 LDA Uncertainty

The uncertainty in the LDA measurements is caused by a number of factors, the five most

important are: statistical uncertainty, data filtering, estimating the frequency, estimating
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the fringe spacing and the correction for velocity bias using a transfer function. These

components were all calculated and the sum of the squares was used to determine the total

uncertainty.

Statistical uncertainty is the largest contributor to the total uncertainty in the mea-

surements. For the 1 and 4 atmosphere data 5000 samples were gathered at each location,

while at 8 atmospheres 3000 samples were taken. The χ2 distribution can be used to es-

timate uncertainty in the Reynolds stresses if the samples are independent and normally

distributed. For these experiments the peak data rates were approximately 20 Hz, which is

considered low and guarantees that the samples were independent. Although the velocities

in a boundary layer are not well approximated as being normally distributed, for the pur-

pose of calculating uncertainties this is assumed. For the two lower Reynolds number cases

the uncertainty in the mean velocity is 0.028u′, while for the high Reynolds number case

the uncertainty in the mean velocity is 0.036u′ based on a 95% confidence interval. For the

uncertainty calculation in the variance of the velocity, the χ2 distribution was used. Based

on a 95% confidence interval, the uncertainty in the normal stresses at the low Reynolds

number was −3.7%, +3.9% of the value of the normal stress. For the high Reynolds number

the uncertainty was −4.8%, +5.2%. For the shear stress, the bootstrap technique is used.

This technique of resampling, in order to estimate the standard deviation of a quantity with

an unknown probability distribution, is very well established (Efron (1982), Efron (1979)).

The sample pairs from a data point are made into a new sample set by randomly selecting

points from the original set with replacement. The new set has the same number of samples

as the original set, but with some samples duplicated and some absent. The shear stress

u′v′ is recomputed for this new sample. This process is repeated many times and a 95%

confidence interval from the histogram is computed. This method was also tested on the

normal stresses and the uncertainty agrees very well with the χ2 distribution prediction.

This technique resulted in uncertainties of−3.8%, +4.0%. Overall the statistical uncertainty

contributed approximately half of the total uncertainty for the stress components.

Data filtering was performed to remove samples outside three standard deviations from

the mean. These samples are removed since some of them are spurious and can distort

the statistics greatly, especially the higher order statistics. However, removing these data

samples leads to more reliable, but slightly depressed higher order statistics. It is assumed

that the correct values lie between the unfiltered and filtered values, so the statistics were

calculated with both data sets and the difference between the values was defined as the
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Figure 2.8: Transfer function for current LDA setup

data filtering uncertainty. For the mean, this uncertainty was found to be negligible, while

for the stresses the effect varied between one quarter and one half of the total uncertainty.

The uncertainty due to estimating the frequency was analyzed by DeGraaff (1999). He

showed that there is a slight augmentation of the turbulence, which is most pronounced in

the freestream where the turbulence levels are lowest. This uncertainty is due to uncertainty

based on the Macrodyne’s resolution in estimating the Doppler frequency. It is only an

important contributor in the outer 2 - 3 points in the Reynolds stress profiles, however

there it is the main contributor.

Estimating the fringe spacing leads to uncertainty, since it is difficult to measure the

crossing angle of the beams with high accuracy. The beam waists are small and the di-

vergence of the beams is large making the angle measurement difficult. The estimated

uncertainty in the measuring the crossing angle is 0.07 degrees for both components. This

leads to an uncertainty in the u velocity of ±1.5% and in the v component of ±1.9%. This

uncertainty was found to only be significant for the mean velocity and disappears entirely

when the freestream velocity is used to normalize the data.

A transfer function is used to correct for the velocity bias as described previously. This

function may not represent the actual performance of the system and thus leads to some

uncertainty. A maximum and minimum transfer function were defined encompassing all the

data shown in Figure 2.8. These functions were:

DR = 0.23− 0.11U + 0.049U2 − 0.0059U3 + 0.00031U4 − 0.0000059U5 (2.10)
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U ±1.5%

u′u′ ±4%

v′v′ ±8%

u′v′ ±10%

Table 2.1: Uncertainty in LDA

Figure 2.9: Uncertainty in the mean velocity measurements as a function of height above the wall
for both locations along the flat plate and along the ramp

and:

DR = 0.43− 0.11U + 0.049U2 − 0.0059U3 + 0.00031U4 − 0.0000059U5 (2.11)

with U in m/s. The difference in the means calculated, using these different transfer func-

tions and the original transfer function determined previously, were considered the uncer-

tainty in the mean streamwise velocity due to this correction. This uncertainty contributed

about one quarter of the total in the near wall region.

The total uncertainty in each component measured using the high resolution LDA is

shown in Table 2.1. The uncertainty in the mean velocity measurements as a function of

height above the wall for both profiles taken along the flat plate regions of the flow and

those along the ramp is shown in Figure 2.9.



Chapter 2. Experimental Setup and Techniques 69

2.5 Wall Static Pressure Measurements

Wall static pressure data were measured using 0.64 mm diameter surface pressure taps

located along the upstream flat plate, the 4o linear expansion, and the downstream redevel-

opment flat plate. These taps where installed normal to the surface at all locations and the

pressure was measured using a Setra pressure transducer (model 264) with a range of 0 to 25

inches of water. Each tap was connected to the transducer using a Scanivalve unit (model

SSS 48C MK4). The voltage signal from the transducer was conditioned using a Precision

Measurement Engineering Buck and Gain unit (model 107). The zero voltage offset of the

transducer was remeasured before every reading of the transducer to avoid voltage drift over

time. In addition, the freestream velocity, as measured from a pitot probe (United Sensor

Corp model PDC-8-G-6-KL) was compared between the start of the tap scanning and the

end. Pressure measurements were retaken if the measured velocity changed by more that

0.1 m/s.

2.5.1 Uncertainty

The uncertainty for both the wall static pressure and the skin friction were determined

from the propagation of elemental uncertainties as described by Figliola and Beasley (1995).

Thus for a function, f , dependent on parameters, ci, where i = 1 to N, the uncertainty in

f is found by:

∆ftotal =
√∑

i

∆f2
i =

√√√√∑

i

(∣∣∣∣
∂f

∂ci

∣∣∣∣∆ci

)2

(2.12)

where ∆ci is the uncertainty in ci. This technique was used to examine the data and

calculate the critical uncertainties. It was assumed that the sources of error were statistically

independent and that the random errors were Gaussian distributed.

The uncertainty analysis for the wall static pressure data required the inclusion of un-

certainty due to transducer resolution, statistical uncertainty in the voltage readings, cal-

ibration factor uncertainty and dynamic pressure variation. The wall static pressure data

was used both to define the coefficient of pressure, Cp, and Clauser’s pressure gradient pa-

rameter β. The uncertainty discussed is this section is that in the measurement of p− pref

and in the calculation of Cp, which can be defined as:

Cp =
p− pref
1
2ρU2

e,ref

=
Calibrationtransducer(Vtransducer − Vtransducer,zero)

1
2ρU2

e,ref

(2.13)
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The uncertainty due to the resolution of the transducer in both the pressure difference

and the pressure coefficient has the following forms:

∆(p− pref )transducer = Calibrationtransducer∆Vtransducer (2.14)

∆Cp,transducer =
Calibrationtranducer∆Vtransducer

1
2ρU2

e,ref

(2.15)

The transducer used in this experiment had a 1% full scale uncertainty over the range of

0 − 25 inches of water. Based on a typical pressure measurement in this experiment, the

uncertainty due to the resolution of the transducer is approximately ±1.7% of the measured

value. This uncertainty led to an uncertainty in the value of Cp of ∆Cp,transducer = ±0.0017

and an uncertainty in the pressure difference of ∆(p− pref ) = ±0.38Pa.

Statistical uncertainty due to noise in the measurement leads to an uncertainty in the

voltage given by:

∆Vstatistical = tν,P sstatistical = 1.96
σ√

N − 1
(2.16)

where N is the number of samples and σ is the standard deviation. For the calculation of

the mean ν = N − 1. The variance in the voltage measurement, sstatistical, is equal to the

standard deviation divided by the square root of ν. The uncertainty in the coefficient of

pressure and pressure difference caused by the voltage uncertainty are defined as:

∆Cp,statistical =
Calibrationtranducer∆Vstatistical

1
2ρU2

e,ref

(2.17)

∆(p− pref )statistical = Calibrationtransducer∆Vstatistical (2.18)

For this experiment the uncertainty in ∆Cp,statistical was ±0.0011 or 1.1% of the measured

value and that of ∆(p− pref )statistical was ±0.25Pa.

The uncertainty in the calibration of the transducer was due to the accuracy of a linear

fit to the calibration data. The variance of the slope of the calibration can be calculated

using:

sslope = sxy

√√√√ N

N
∑N

i=1 xi
2 −

(∑N
i=1 xi

)2 (2.19)

where N is the number of points in the calibration curve, xi is the value of the independent

variable x at the i-th data point and sxy was determined from the linear fit of:

sxy =

√√√√
N∑

i=1

(yi − yfit,i)
2 ν (2.20)
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where y is the dependent variable and yfit is the value of the dependent variable using the

linear fit. This led to an uncertainty in the calibration factor of ∆Calibration = tν,P sslope,

where tν,P is the value of the student t distribution for a system with ν degrees of freedom at

a confidence interval of P . The confidence interval of P = 95% is used and 10, 000 samples

were collected so t = 1.96. The number of degrees of freedom for a linear fit is ν = N − 2,

where N is the number of calibration points. The variation in the calibration factor was

±1.61Pa/V . This led to uncertainties in Cp and p− pref of:

∆Cp,calibration =
∆Calibration

Calibration
Cp (2.21)

∆(p− pref )calibration =
∆Calibration

Calibration
(p− pref ) (2.22)

For typical values of the pressure distribution this led to ∆Cp,calibration = ±0.0013 and

∆(p− pref )calibration = ±0.29Pa.

Therefore the total uncertainty in ∆(p− pref )calibration can be calculated from:

∆(p− pref )total =
√

∆(p− pref )2resolution + ∆(p− pref )2stat + ∆(p− pref )2calib (2.23)

This gives a total uncertainty of ∆(p− pref )calibration = ±0.54Pa.

When calculating the uncertainty in the pressure coefficient distribution Cp, the uncer-

tainty in the dynamic pressure also had to be considered. It was calculated from the same

pressure transducer attached to the Scanivalve based on:

1
2
ρU2

e,ref = Calibration(Vtransducer − Vtransducer,zero) (2.24)

The same three separate uncertainties were factored into computing the dynamic pres-

sure uncertainty, as included in the other uncertainties in Cp: resolution in the voltage

measurements; statistical uncertainty in the voltage measurements; and uncertainty in the

calibration.

The uncertainty due to the resolution of the transducer was again approximately ±1.7%

of the measured value, leading to an uncertainty in the dynamic pressure of:

∆
1
2
ρU2

e,ref = Calibrationtransducer∆Vresolution (2.25)

which for this system is ±0.38Pa.

The statistical uncertainty is caused by the noise in the measurements and is again given

by:

∆Vstatistical = tν,P sstatistical = 1.96
σ√

N − 1
(2.26)
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where N is the number of samples and σ is the standard deviation. For the calculation

of the mean ν = N − 1. The variance in the voltage measurement, sstatistical, is equal to

the standard deviation divided by the square root of ν. The uncertainty in the dynamic

pressure caused by the voltage uncertainty is:

∆
(

1
2
ρU2

e,ref

)

statistical

= Calibrationtransducer∆Vstatistical (2.27)

which for this experiment was ±0.25Pa.

Finally, the uncertainty due to the accuracy of the fit to the calibration data was calcu-

lated as before for the transducer calibration. This results in an uncertainty in the dynamic

pressure of:

∆
(

1
2
ρU2

e,ref

)

calibration

=
(

∆Calibrationtransducer

Calibrationtransducer

)(
1
2
ρU2

e,ref

)
(2.28)

This gives the uncertainty as a percentage of the measured dynamic pressure of approxi-

mately ±2.84Pa at a typical velocity of 20 m/s.

The overall uncertainty in
(

1
2ρU2

e,ref

)
was then computed as:

∆
(

1
2
ρU2

e,ref

)

total

=

√
∆

(
1
2
ρU2

e,ref

)2

res

+ ∆
(

1
2
ρU2

e,ref

)2

stat

+ ∆
(

1
2
ρU2

e,ref

)2

calib

(2.29)

which gave a value of ±2.88Pa.

The uncertainty in Cp due to this is given by:

∆Cp, 1
2
ρU2

e,ref
=


∆

(
1
2ρU2

e,ref

)

1
2ρU2

e,ref


Cp (2.30)

This lead to an uncertainty of ±0.0013 or 1.3%.

The combined effects of these uncertainties led to an overall uncertainty in the pressure

coefficient of:

∆Cptotal =
√

∆C2
p,transducer + ∆C2

p,statstical + ∆C2
p,calibration + ∆C2

p, 1
2
ρU2

e,ref

(2.31)

where for a 95% confidence the uncertainty was ±2.7% or 0.0027.
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2.6 Skin Friction Measurements

Skin friction measurements were made using the oil-fringe imaging technique described

by Monson et al. (1993) for all locations, except the two upstream flat plate locations,

where the logarithmic law of the wall fit was used instead. This technique has been shown

to work in a wide range of conditions to accurately measure the surface skin friction (Driver

(2003)). The oil fringe method is non-intrusive and relates the surface skin friction to the

thinning rate of a line of oil placed on the surface. The oil is placed on the surface at several

locations and the tunnel is started impulsively. Most of the oil quickly flows downstream

during a short transient. The remaining oil forms a thin wedge, which when illuminated

using monochromatic light produces interference fringes with a uniform spacing near the

leading edge of the oil film. The spacing between the fringes can then be measured and

compared to that at a reference location to determine the skin friction at the measurement

location.

The general configuration for the measurement is shown in Figure 2.10. The surface of

the wind tunnel from 1 meter upstream of the mild contraction until the end of the test

section was covered with 0.13 mm thick green acetate paper with the back side painted

flat black to produce better imaging quality. The green acetate paper was attached to the

bottom surface of the tunnel using double sided tape and smoothed out to eliminate any air

pockets. For these experiments Dow Corning 200 fluid was applied in a 50 mm oil line using

a sharp knife edge at the measurement location and at the upstream reference location. For

the 1 atmosphere experiments 50 cs (5x10−5m2/s) Dow Corning 200 fluid was used, for

the 4 atmosphere case 200 cs (2x10−4m2/s) fluid was used and for 8 atmospheres 350 cs

(3.5x10−4m2/s) Dow Corning 200 fluid was used. The oil line was oriented perpendicular

to the flow and the wind tunnel was then run for approximately 10 minutes, until a fringe

pattern was visible. For the cases at 4 and 8 atmospheres ambient pressure, the wind tunnel

was run at a very low velocity, between 3 and 5 m/s, while the tank filled to prevent the

backflow of the Dow Corning fluid. The tunnel was impulsively accelerated to full speed

when filling was complete. When a fringe pattern was evident the tunnel was stopped and

images were taken at the current measurement location, the upstream reference location and

again at the current measurement position. The reason for the two sets of pictures at the

measurement location was to allow for more samples with which to estimate the uncertainty.

The images were gathered using a Kodak high resolution digital camera (model DC290),
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Figure 2.10: Skin friction measurement setup

and a green monochromatic diffuse light source, made of a white fluorescent light, green

acetate paper and semi transparent mylar sheet. Five independent runs at each location

were performed, with the acetate paper being cleaned between each measurement and a

new oil line being applied, with two independent measurements being made at a location

during a single run. The fringe spacing was averaged over all ten samples and this value

was used to calculate the skin friction. For the ramp, the Bond number was calculated to

ensure that the effect of gravity was negligible on the film of oil:

Bo =
g(ρoil − ρair)L2

σ
(2.32)

For the 1 atmosphere case the Bond number is 8.24x10−5, so gravitational effects can be

ignored along the ramp. The angle between the camera and the wall normal and the angle

between the light source and the wall normal for the flat regions were both 17.4o. The

angles for the ramp locations can then be easily computed.

The fringe spacing depends on the skin friction, but also on the time history of the

flow, the properties of the oil, the surface properties and the viewing angle. Because of

these limitations, it is very difficult to estimate the absolute value of the skin friction and

instead the ratio of the skin friction at the location of interest to the reference location is



Chapter 2. Experimental Setup and Techniques 75

used. The time history, oil and surface properties are the same at both locations. For the

measurement locations after the trailing edge of the ramp, where both the measurement

and reference surface are horizontal, the relationship between the skin friction and fringe

spacing (∆Sf ) can be simplified to:

Cf,local

Cf,ref
=

∆Sf,localimage

∆Sf,refimage
(2.33)

because the viewing angle for both the measurement and reference locations are the same.

For the locations along the ramp, the viewing angle for the measurement and reference

locations are different and the relationship between the skin friction and fringe spacing can

be expressed as:

Cf,local

Cf,ref
=

∆Sf,localimage

∆Sf,refimage

cos
(
a sin

(
sin θlight,loc

noil

))

cos θcamera,loc

cos
(
a sin

(
sin θlight,ref

noil

))

cos θcamera,ref

(2.34)

where noil is 1.4022 for 1 atmosphere, 1.4030 for 4 atmospheres and 1.4034 for 8 atmospheres

and the angles can be computed based on the 4 degree angle of the ramp, with the light

angle increasing by 4o and the camera angle decreasing by 4o.

2.6.1 Uncertainty

The uncertainty in the surface skin friction at a given measurement location is due to

statistical uncertainties in both the reference and measurement location fringe spacing, un-

certainty in the value of the skin friction at the reference location, and for the measurements

along the ramp, the uncertainty in the angle between the camera and the light source.

The uncertainty in the local skin friction due to the uncertainty in the reference skin

friction is given by:

∆ (Cf,loc)cf
=

∆Sf,local

∆Sf,ref
∆(Cf,ref ) (2.35)

where the uncertainty in Cf,ref is due to the fit of the flat plate data to the law of the wall.

The uncertainty in the coefficient of friction due to this is 0.0000811, which is 2.5% of the

reference value.

The uncertainty in the measurement of the local fringe spacing is given by:

∆ (Cf,loc)statistical,local =
1

∆Sf,ref
Cf,ref∆(∆Sf,local) (2.36)
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while the uncertainty in the fringe spacing in the reference location it is given by:

∆ (Cf,loc)statistical,ref = − 1
(∆Sf,ref )2

Cf,ref∆Sf,local∆(∆Sf,ref ) (2.37)

The uncertainty in the fringe spacing calculation can be estimated based on:

∆ (∆Sf,localorref ) = tν,P sstatistical,fringe = 2.571
σ√

N − 1
(2.38)

calculated at a 95% confidence interval for 5 samples, giving an estimate of 0.003 as the

uncertainty in the calculation of the fringe spacing. This gave an uncertainty in the skin

friction due to the fringe spacing at the reference location of 0.000109 and at the local mea-

surement location of 0.000156, which are 3.3% and 4.8% of the reference value respectively.

For the measurements not taken along the ramp, the overall uncertainty in the skin

friction was thus:

∆(Cf,loc)total =

√(
∆(Cf,loc)cf

)2
+

(
∆ (Cf,loc)stat,loc

)2
+

(
∆(Cf,loc)stat,ref

)2
(2.39)

which gave an uncertainty of 0.000207, which is an uncertainty of approximately 6.4% of

the reference value of the skin friction. This can be used to calculate the uncertainty in the

friction velocity based on this method, which gives an uncertainty of ±3% for the calculated

value.

The uncertainty due to the measurement of the angle is given by:

∆ (Cf,loc)angle =
∆Sf,local

∆Sf,ref
∆ (Cf,ref )




cos2(θ)sin(θ)
√

1− sin2(θ)
n2

oil

cos(θ − 4)n2
oil

√
(1− sin2(θ)

n2
oil

)3

+
cos(θ)sin(θ − 4)

√
1− sin2(θ+4)

n2
oil

cos2(θ − 4)
√

1− sin2(θ)
n2

oil

−
sin(θ)

√
1− sin2(θ+4)

n2
oil

cos(θ − 4)
√

1− sin2(θ)
n2

oil

− cos(θ) cos(θ + 4) sin(θ + 4)

cos(θ − 4)n2
oil

√
1− sin2(θ+4)

n2
oil

√
1− sin2(θ)

n2
oil


 (∆θ)

(2.40)

which is calculated as 0.0000703, or 2.2%, for an uncertainty in θ of 2o.
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Therefore the overall uncertainty in the skin friction for measurements along the ramp

is:

∆(Cf,loc)tot =
√(

∆(Cf,loc)cf

)2 + (∆(Cf,loc)stat,loc)
2 + (∆(Cf,loc)stat,ref )2 + (∆(Cf,loc)angle)

2

(2.41)

which gave an uncertainty of 0.000218 or 6.7%, which led to an uncertainty in the friction

velocity of ±3.4%.



Chapter 3

Development of Adverse Pressure Gradient

Boundary Layer

Adverse pressure gradient boundary layers without separation occur frequently in engineer-

ing applications. While much research has been performed in recent years on separating

boundary layers and those on the verge of separation, much less has been performed on

boundary layers in pressure gradients farther from separation. Simple models of the scaling

of the stresses hold in the flat plate boundary layer, but become very complex and difficult

to apply to generic flows for stronger pressure gradients. The extent to which the scaling

models for the flat plate boundary layer can be applied to weaker pressure gradients has

not been explored.

This chapter describes the flow development in the adverse pressure gradient at a Reyn-

olds number of 3300. The flow is measured at 10 streamwise locations. Basic parameters

of the flow are given in Table 3.1 for all the streamwise measurement locations. For all the

data presented in this thesis the coordinate system is defined with x indicating a location

in the streamwise direction and y indicating a location in the wall normal direction. The

y location is described as normal to the wall at each location and therefore rotates by four

degrees along the adverse pressure gradient ramp. The streamwise location is given normal-

ized by the length of the ramp (300 mm), with x′ being used to represent this normalized

streamwise location. For the purpose of plotting the data, the beginning of the ramp is

set to x′ = 0.0 and the end of the ramp set to x′ = 1.0. This sets the reference flat plate

location to x′ = −0.33, or one third of a ramp length upstream of the start of the ramp.

3.1 Wall Pressure Distribution

The wall static pressure coefficient for the bottom and top walls of the wind tunnel is

shown in Figure 3.1. The pressure coefficient is defined as:

Cp =
Plocal − Pref

1
2ρU2

e,ref

(3.1)

78
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x′ Ue(m/s) δ99(mm) θ(mm) H Π Reθ β Uτ (m/s) Symbol

-0.33 20.48 25.22 2.51 1.34 0.37 3330 -0.17 0.82 •
0 20.62 23.81 2.17 1.29 -0.04 2990 -0.07 0.89 ¥

0.25 19.87 29.18 3.10 1.39 0.72 3990 2.07 0.73 ¡
0.33 19.60 30.41 3.32 1.39 0.72 4210 1.74 0.72 ♦
0.5 19.20 33.77 3.78 1.42 0.87 4700 1.60 0.68 M
0.67 18.80 35.64 4.24 1.46 0.92 5160 2.31 0.66 O
0.75 18.71 37.53 4.60 1.48 1.29 5570 1.38 0.62 ◦
1 18.23 41.76 5.66 1.56 1.24 6680 -1.41 0.61 N

1.33 18.26 39.78 5.37 1.47 0.54 6340 -0.37 0.68 ¨
1.67 17.54 38.77 5.26 1.45 0.67 6320 -0.18 0.68 H

Table 3.1: Flow parameters at Reθ = 3300

where ρ is the air density and Ue,ref is the freestream velocity at the upstream flat plate

reference location. It should be noted that the reference static pressure measurement was

made at x′ = −0.40, or slightly upstream of the reference velocity measurement location.

The boundary layer of interest develops on the bottom wall of the tunnel so it is subjected

to the pressure distribution for the bottom wall. The flow initially develops over a flat plate

and then is subjected to an adverse pressure gradient before redeveloping along another

flat plate. The pressure distribution shows that the flow encounters a short region of mild

favorable pressure gradient at the top of the ramp, before passing into the moderate adverse

pressure gradient. At the end of the ramp, the flow starts to recover towards a zero pressure

gradient condition, however it is still experiencing a very small favorable pressure gradient

at the farthest downstream measurement location. The pressure distribution on the top wall

of the wind tunnel shows that no separation occurs along the top surface and a monotonic

variation in the streamwise direction is observed.

The pressure data were also used to examine the parameter β, Clauser’s pressure gra-

dient parameter as seen in Figure 3.2. This parameter is defined as:

β =
δ∗

τo

dP

dx
(3.2)

where the pressure gradient is scaled by the wall shear stress, τo, and the displacement



Chapter 3. Development of Adverse Pressure Gradient Boundary Layer 80

Figure 3.1: Top and bottom wall pressure distribution

Figure 3.2: β distribution

thickness, δ∗. The complex pressure distribution leads to a varying value of β, which starts

at a value of 0 on the flat plate before decreasing to -1 in the mild favorable pressure gradient

and then increasing to a maximum value of 2.5 along the ramp. At the end of the ramp, β

once again decreases in value, due to the changing pressure gradient, before reapproaching

a value of 0, as expected for the redevelopment flat plate. Along the length of the ramp

the value of β does not remain constant, but is very small at all locations, indicating that

the boundary layer is far from separation. These values of β are similar to those observed
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Figure 3.3: Mean flow development

in the mild adverse pressure gradient equilibrium boundary layer flow of Clauser, where

the maximum value of β was approximately 2.3 (Coles and Hirst (1969)). For a flow near

separation values of β greater that 20 were found by Sk̊are and Krogstad (1994).

The wall pressure distributions all show that the flow discussed here is subjected to a

mild and sustained adverse pressure gradient along a 300 mm long ramp. In addition the

flow examined here is not in equilibrium in the sense of the work of Clauser (1954) due to

the changing wall pressure distribution.

3.2 Mean Flow Development

Figure 3.3 gives an overall view of the flow development. The ramp shape shown on this

figure is drawn to scale with the vertical height expanded by a factor of two relative to the

horizontal axis in order to show the flow in the near wall region more clearly. The mean

velocity profiles shown are equidistantly separated along the length of the test section with

a distance of 100 mm or one third of the ramp length between each sample. Additional

data taken along the streamwise direction are not shown here for clarity.

The flow at x′ = −0.33 is that of a flat plate boundary layer. At the start of the

ramp, the flow is seen to accelerate slightly due to the mild favorable pressure gradient

caused by the curvature present at the beginning of the ramp. The flow then passes over
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Figure 3.4: Inner region of mean velocity profile at x′ = 0.75

the ramp where it is subjected to a mild adverse pressure gradient, without separating.

The boundary layer thickens rapidly, increasing by 75% along the length of the ramp. No

inflection point is observed in the profiles along the ramp, although one is usually expected

in adverse pressure gradient flows. Figure 3.4 shows the inner region, (y+ < 20), of the

mean velocity profile three quarters of the way down the ramp, where the observation of an

inflection point would be most easily noted due to its distance along the adverse pressure

gradient. As can be seen in this figure, there is no inflection point observed in this profile.

The lack of an inflection point is due to the weak nature of the adverse pressure gradient.

For a laminar flow, the necessity of having an inflection point in the mean flow follows from

the boundary layer equation. Very near the wall, the inertial terms are negligible so the

equation becomes:

0 = −1
ρ

∂P

∂x
+

∂

∂y

(
ν

∂U

∂y

)
(3.3)

This equation is therefore a balance between the pressure gradient and the curvature of

the streamwise mean velocity. For an adverse pressure gradient, the curvature at the wall

must have the same sign as the pressure gradient. Therefore, the curvature of the velocity

at the wall must be greater than zero. The curvature of the velocity in the outer layer

or freestream is negative. Thus there must be an inflection point for a laminar flow in

order to match the curvature over the profile. For the turbulent flow an additional term is
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included in the Reynolds averaged boundary layer equations so that neglecting the mean

inertia terms near the wall:

0 = −1
ρ

∂P

∂x
+ ν

∂2U

∂y2
− ∂

∂y

(
u′v′

)
(3.4)

In this equation the balance is between the pressure gradient and the sum of a term propor-

tional to the curvature of the mean velocity profile and the Reynolds shear stress gradient.

The curvature of the velocity in the freestream is still negative, but now near the wall, the

magnitude of the shear stress gradient as compared with the pressure gradient is important.

For a turbulent flow to have an inflection point in the mean velocity profile requires:

∂2U

∂y2
|y=0=

1
µ

dP

dx
− 1

ν

∂

∂y

(−u′v′
) ≥ 0 (3.5)

For an inflection point in an adverse pressure gradient flow:

∂

∂y

(−u′v′
) ≤ 1

ρ

dP

dx
,where

dP

dx
≥ 0 (3.6)

The Reynolds stress gradient in the measurable near-wall region, (3 < y+ < 20), is around

2 m/s2, while the pressure gradient term is approximately 0.5 m/s2. Therefore, we should

not expect to find an inflection point in this region. It is possible that the Reynolds stress

gradient drops below 0.5 m/s2 below y+ < 3, but that could not be observed in the present

data, as seen in Figure 3.4. We can determine that if an inflection point is present, it must

be extremely close to the wall.

Downstream of the ramp, the boundary layer redevelops on another flat plate. The mean

velocity profile has still not recovered at the farthest downstream measurement location,

although recovery towards a flat plate boundary layer is observed.

The development of the skin friction coefficient, Cf , is shown in Figure 3.5 plotted versus

the normalized distance along the test section. The skin friction coefficient increases slightly

in the mild favorable pressure gradient before decreasing along the length of the ramp due to

the moderate adverse pressure gradient. The boundary layer does not approach separation,

but the skin friction still falls by nearly a factor of two relative to the upstream boundary

layer. The freestream velocity decreases by only 11% in the same distance. Once the flow

starts redeveloping along the flat plate, the skin friction coefficient again rises due to the

mild favorable pressure gradient before flattening out at the last measurement location.

The Ludweig-Tillmann relation for the skin friction coeffiecient:

cf = 0.246
(

Ueθ

ν

)−0.268

10−0.678H (3.7)
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Figure 3.5: Skin friction development (current data •, Ludweig-Tillmann relation ¥)

was also plotted using values from the experiments. Overall the relationship overpredicts the

skin friction but the trend in skin friction coefficient is well represented by this relationship.

The development of the mean streamwise velocity profile along the flat plate and down

the ramp is shown in Figure 3.6a. The velocity is normalized by the local freestream velocity

and the y coordinate is scaled by the height of the ramp in order to show the growth of

the boundary layer. The mean velocity profile shows that the boundary layer grows rapidly

along the ramp. The changing behavior of the shape factor can be observed in the mean

velocity profiles. In each successive profile along the ramp, the mean profile becomes less

full corresponding to the monotonic increase in shape factor. The shape factor behavior can

be observed by examining the values given in Table 3.1. Initially, the shape factor decreases

in the region of the flow subjected to the mild favorable pressure gradient. Once the flow

reaches the ramp, the shape factor increases in a mostly linear way; however, the shape

factor at the start of the ramp does not exhibit this linear trend and is the same for the

first two locations.

Figure 3.6b shows the redevelopment of the mean streamwise velocity profile, starting

at the end of the ramp where x′ = 1.00. Again, the velocity is normalized by the local

freestream velocity and the y coordinate is scaled by the height of the ramp. The upstream

flat plate boundary layer is shown for reference. These velocity profiles exhibit an obvious

inflection point in the outer layer and look similar to boundary layers recovering downstream

of a separation bubble.
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Figure 3.6: Mean velocity profiles in outer coordinates a. along ramp b. in redevelopment region

The mean velocity data are shown in a semi-logarithmic ”law of the wall” plot in Figure

3.7a for the upstream flat plate and the ramp. Here the friction velocity calculated from

the skin friction measured using oil flow interferometry is used to normalize the profiles,

with the exception of the two upstream profile measurements, where the friction velocity
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Figure 3.7: Law of the wall plots a. along the ramp b. in redevelopment

was obtained by fitting the mean profile in the logarithmic layer. The profiles exhibit a

substantial log region that could be used to estimate the skin friction, however as the flow

moves downstream and the wake occupies an increasing fraction of the boundary layer

thickness, the outer part of the log region is cut off. In the viscous sublayer, the mean

profiles agree well with the line U+ = y+ for y+ = 6.0 and below. In addition, the profiles
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show good agreement in the log layer, between y+ = 20 and 150, using the traditional log

law fit with the values of the Karman constant, κ, and the additive constant, B, as 0.41

and 5.5 respectively. The friction velocity values calculated from the oil flow interferometry

experiments are accurately estimated based on the agreement between the profiles and the

theory. The wake can be observed to grow in strength along the length of the ramp, however

for the upstream profile at the start of the ramp, the wake dips below that of the flat plate

boundary layer. This is indicative of the acceleration of the flow due to the mild favorable

pressure gradient, similar to the results observed by Song (2002).

For the profiles taken downstream of the ramp, the ”law of the wall” plot is shown in

Figure 3.7b. Again the friction velocity calculated from the skin friction measured using oil

flow interferometry is used to normalize the profiles. The profiles exhibit a very large wake

profile, which decays as the flow travels downstream in the recovery region. The law of the

wall is followed well up to approximately y+ = 150 for the profiles downstream of the end

of the ramp, although the wake region has still not recovered back to that of the flat plate

boundary layer by the end of the test section.

The recovery profiles shown in Figures 3.6b and 3.7b exhibit some complicated behavior,

which is difficult to interpret. The profiles at x’ = 1.33 and 1.67 in Figure 3.6b appear

similar to inflectional profiles downstream of separation bubbles. However, the boundary

layer never separated, and the log law plots do not show the typical dip below the log law

commonly observed in such flows. The complex profile shape is probably just caused by

the sudden change in pressure gradient near the ramp trailing edge. The mean velocity

profile near the wall responds almost immediately to the change in pressure gradient, but

the outer layer does not, thus producing an inflectional profile. However, we can not rule out

the possibility that the profile shape could have been caused by flow three dimensionality.

The boundary layer experiences a small amount of concave streamwise curvature at the

ramp trailing edge, which could lead to the formation of roll cells in the boundary layer

(Barlow and Johnston (1988)). However, the curvature is quite small, and there was no

evidence of spanwise variation in the skin friction near the centerline. Another possibility is

secondary flow induced at the endwalls by the vertical pressure gradient. This would cause

flow to move down the endwalls and inward toward the center of the channel. Pompeo

et al. (1993) showed that converging flow such as this produces mean velocity profiles that

are less full than a two-dimensional profile. However, the converging flow would also cause

rapid boundary layer growth on the tunnel centerline. As seen in Figure 3.6b, boundary
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layer growth was insignificant between x’ = 1.00 and 1.67. Therefore, it seems unlikely that

three-dimensional effects played a significant role.

Regardless of the reason for its existence, the inflectional mean velocity profile shape in

the recovery region makes it difficult to interpret the turbulence data presented below. The

primary goal of this thesis is to examine the effects of a sustained mild adverse pressure

gradient on the turbulence development. While results in the recovery region are presented

below for completeness, the main emphasis will be on the profiles measured over the ramp

itself.

The wall-normal component of the mean velocity was also measured, although it is not

plotted here for brevity. It remains small throughout the flow field indicating that the

boundary layer remains far from separation.

3.3 Reynolds Stress Development

The development of the turbulent stresses, u′u′, v′v′, and −u′v′ are shown in Figures

3.8, 3.9, and 3.10. To show the change in the peak stress levels as the flow develops,

the normalization of the stresses used fixed quantities measured at the reference station.

For the streamwise normal stress, u′u′, the scaling of uτ,refUe,ref was used, while for the

wall normal, v′v′, and the Reynolds shear stress, −u′v′, the normalization of u2
τ,ref was

used, as described by DeGraaff and Eaton (2000). The ramp shape shown on this figure

again is drawn to scale with the vertical height expanded by a factor of two relative to the

horizontal axis in order to show the flow in the near wall region more clearly. As with the

mean velocity development, equally spaced data are shown with additional data profiles

removed for clarity.

The development of the streamwise normal stress, u′u′, shows that as the flow is sub-

jected to the adverse pressure gradient, an outer plateau develops. This outer plateau

increases in intensity relative to the inner peak as the flow continues down the ramp. In

addition, the maximum value of the inner peak decreases along the adverse pressure gradi-

ent. When the adverse pressure gradient is removed, the plateau starts to decay, although

by the far downstream measurement location it is still clearly present. The inner peak also

starts to increase in value back towards its initial flat plate value. This agrees with the

observations of the mean flow redevelopment that the flow has still not redeveloped in the

zero pressure gradient by the end of the test section.
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Figure 3.8: Streamwise normal stress development

Figure 3.9: Wall normal stress development
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Figure 3.10: Reynolds shear stress development

In the wall normal stress, v′v′, development, the peak in the stress can be observed to

move away from the wall and grow in strength as the flow travels down the ramp. The peak

starts to decay over the redevelopment flat plate, although it remains in the outer layer

even at the farthest downstream measurement location. In addition, when the flow reaches

the flat plate redevelopment region, the peak spreads out becoming wider than along the

adverse pressure gradient.

For the Reynolds shear stress, −u′v′, development, the peak moves away from the wall

in the adverse pressure gradient region of the flow, while remaining approximately the same

intensity. When the flow again is subjected to a zero pressure gradient, the outer peak can

be observed to start to spread out, becoming wider, and to decay away. In addition, an

inner peak appears to develop in the near wall region as the flow redevelops.

The streamwise normal stresses profiles are shown in detail in Figure 3.11. Here the

profiles are scaled using the scaling proposed by DeGraaff and Eaton (2000), using the local

values of the friction velocity and the freestream velocity. The vertical height, in the rotated

frame, is normalized by the local viscous length scale and plotted to emphasize the near wall

region of the profiles. The first figure shows the development of the stress from the upstream

flat plate through the end of the ramp. The second figure shows the redevelopment of the

stresses. The inner peak is observed to change very little over the entire test section, while

an outer plateau develops as the flow is subjected to the adverse pressure gradient and only
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Figure 3.11: Streamwise normal stress profiles in inner coordinates a. along the ramp b. in redevel-
opment, uncertainty bars indicative of uncertainty in all profiles

slowly decays when the pressure gradient is removed.

The wall normal stress profiles are shown in detail in Figure 3.12. In the inner region,

the wall normal stresses collapse well for the adverse pressure gradient, but do not collapse

onto the flat plate profile. In addition, in these coordinates the peak of the wall normal

stress increases by almost a factor of two along the adverse pressure gradient and also moves
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out from the wall. In the redevelopment region, the peak starts to decay and the inner layer

recovers back to the flat plate value by the farthest downstream location. Dimensionally,

the peak value of the wall normal stress when unscaled remains constant along the flow and

the location of the peak moves away from the wall so that it remains at the same relative

height within the boundary layer.

The Reynolds shear stresses are shown in detail in Figure 3.13. The Reynolds shear

stress scaled in the flat plate scaling shows good collapse for both the adverse pressure

gradient data and the upstream flat plate boundary layer data in the inner portion of the

boundary layer. However, the Reynolds shear stress does not appear to collapse in the outer

layer with a peak forming which then grows along the adverse pressure gradient ramp. This

peak in the Reynolds shear stress decays as the flow redevelops, although it too is still

present at the farthest downstream measurement location. In the redevelopment profiles,

the outer layer shows no collapse due to this peak, while the inner layer shows some collapse.

3.4 Turbulent kinetic energy

The production of turbulent kinetic energy for a two-dimensional boundary layer sub-

jected to an adverse pressure gradient which causes a non-zero wall normal velocity can be

written as:

Production = −u′v′
(

∂U

∂y
+

∂V

∂x

)
+

(
u′u′ − v′v′

) ∂V

∂y
(3.8)

where the first term represents shear production and the second term represents the normal

stress production. All terms in equation 3.8 were measured, so it can be used to evaluate

the turbulent kinetic energy production. The development of the production of turbulent

kinetic energy is shown in Figure 3.14, where the production term and the height above

the wall are normalized in local inner variables. The peak value is observed to change very

slightly in the adverse pressure gradient region, with a slight decrease observed at the start

of the ramp. This quickly recovers to a value near that observed in the flat plate boundary

layer. The redevelopment profiles show that the production is much lower once the pressure

gradient is removed. The value of the slope of the production curve in the log region is −1

for the flat plate case, showing that the flow is in local equilibrium. For the adverse pressure

gradient profiles the slope in most of the log region, 40 < y+ < 100, is also approximately

−1, indicating that the turbulence is in local equilibrium. However, for the mild favorable
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Figure 3.12: Wall normal stress profiles in inner coordinates a. along the ramp b. in redevelopment,
uncertainty bars indicative of uncertainty in all profiles

pressure gradient, the slope is distinctly different from −1, showing that the flow at the

start of the ramp is out of equilibrium. At the start of the redevelopment region, the slope

is again distinct from −1, indicating that the flow is out of local equilibrium. The slope

returns to a value of approximately −1 at the farthest downstream measurement location,
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Figure 3.13: Reynolds shear stress profiles in inner coordinates a. along the ramp b. in redevelop-
ment, uncertainty bars indicative of uncertainty in all profiles

implying that the flow is returning to that of an equilibrium flat plate flow. Unlike the work

by Sk̊are and Krogstad (1994), where two peaks were observed in the production term, only

one peak is observed in these data. The inner peak, which is observed here, is due to the

increase of the mean strain as the wall is approached. The outer peak that was observed by
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Figure 3.14: Production in inner coordinates a. along the ramp b. in redevelopment

Sk̊are and Krogstad (1994) is due to the peak in the turbulence stresses, which they noted

was caused by the strong adverse pressure gradient in their experiment. In the current case,

the outer peak in the Reynolds shear stress produces only a small bump in the outer layer

production, which decays away rapidly in the redevelopment region. The weaker pressure

gradient in the current case results in a simpler turbulence structure.
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Figure 3.15: Production components at x’ = 0.67

The contribution of the normal stresses to the turbulent kinetic energy production is

very small in all regions of the flow. Figure 3.15 shows the contributions of the shear and the

normal stress components in addition to the total production. In this figure, the production

is given dimensionally and is plotted against the height above the wall normalized by the

ramp height. This figure is indicative of the entire flow field and shows that the shear stress

produces almost all of the production for this flow.

The development of q2, approximated using q2 = 3
2(u′2 + v′2) over the ramp is shown

in Figure 3.16. The mixed scaling collapses the inner peak well, except for the profile at

x′ = 0.0. This is because q2 is dominated by the u′2 term. In the outer layer, the value of q2

increases rapidly at the start of the adverse pressure gradient and then increases more slowly

as the flow proceeds along the adverse pressure gradient, forming an outer peak similar to

those seen in the individual stresses. This peak starts to decay as the flow recovers, but is

still present at the last measurement location.

3.5 Structural Parameter Development

The affects of the adverse pressure gradient on the structure of the turbulence is exam-

ined through the evaluation of several different dimensionless turbulent structure param-

eters. The Townsend structure parameter, a1 = u′v′/q2 is shown in Figure 3.17, plotted

against the height above the wall scaled by the local momentum thickness. The values of the



Chapter 3. Development of Adverse Pressure Gradient Boundary Layer 97

Figure 3.16: Turbulent kinetic energy development a. along ramp b. in redevelopment

structure parameter were smoothed using a weighted average of the point and its nearest

neighbors. The Townsend structure parameter for a flat plate boundary layer is generally

taken to be constant with a value of 0.15 (Bradshaw (1967a)). As the adverse pressure

gradient is imposed, the Townsend structure parameter decreases in value to approximately

0.14 for all the locations in the adverse pressure gradient. The Townsend parameter is seen
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Figure 3.17: Townsend parameter, a1, development a. along ramp b. in redevelopment

to decrease near the outer edge of the boundary layer as noted by Bradshaw (1967a). Brad-

shaw attributed this to the irrotational motions becoming comparable in intensity to the

turbulence fluctuations. Spalart and Watmuff (1993) also noted this dip in the outer region

of the boundary layer in their experimental and computational work. Sk̊are and Krogstad

(1994) found that the structure parameter was constant, but slightly lower for the adverse
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pressure gradient case than for the zero pressure gradient case, which is seen in the inner

region here. Their plot also shows the same dip in the outer region of the boundary layer as

observed by Bradshaw and in the data shown here. As the flow redevelops, the Townsend

parameter relaxes back towards its flat plate value, particularly in the outer region where

the value increases rapidly back to near the flat plate value, while the inner region increase

is much slower. The slow recovery in the inner layer is likely due to the atypical mean

velocity profiles discussed previously.

The development of the anisotropy parameter, v′v′/u′u′, plotted against the height

above the wall scaled on the momentum thickness, is shown in Figure 3.18. The anisotropy

parameter for the flat plate location varies between 0.3 and 0.4 throughout most of the

boundary layer. As the adverse pressure gradient is imposed, the anisotropy parameter

increases slightly, but this increase is observed to be monotonic. This indicates that the

turbulence is becoming slightly more isotropic. After the pressure gradient is removed,

the anisotropy parameter does not recover to the zero pressure gradient value over the

development length examined. The relatively small changes in the anisotropy parameter

indicate that the normal stress components respond almost equally to the imposed adverse

pressure gradient. Previous work has shown this parameter to be very sensitive to streamline

curvature. The small changes shown here indicate that streamline curvature effects are

negligible in the present flow.

Figure 3.19 shows the Reynolds stress correlation plotted against the height above the

wall scaled on the momentum thickness. The flat plate profile shows a mostly constant

correlation with a value of approximately 0.40. As the flow encounters the adverse pressure

gradient, the correlation coefficient decreases to a value of approximately 0.30 and remains

at this value until the flow redevelops on the flat plate, at which point the coefficient starts

to increase back to a value near that of the initial flat plate profile. This effect due to

the adverse pressure gradient is different than what was observed by Sk̊are and Krogstad

(1994). They noted that the value of the Reynolds stress correlation was approximately

the same for their flow near separation as it was for the zero pressure gradient case. The

difference here may be related to the differences in pressure gradient. The results shown

here are also unlike those observed by Elsberry et al. (2000) who noted that the Reynolds

stress correlation varied with streamwise position in an adverse pressure gradient flow. The

difference in the observations in the current data and in their work may also be due to

strength of the adverse pressure gradient.
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Figure 3.18: Anisotropy parameter development a. along the ramp b. in redevelopment

The overall conclusion that may be reached is that the turbulence structure undergoes

relatively mild changes even though it is exposed to the adverse pressure gradient. Thus,

we might expect that we will be able to find suitable scalings to collapse the stress data

onto the flat plate profiles.
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Figure 3.19: Reynolds stress correlation development a. along the ramp b. in redevelopment

3.6 Quadrant Analysis of Adverse Pressure Gradient Flow

Quadrant analysis following the overall approach of Lu and Willmarth (1973) was per-

formed on the current data to examine the contributions of various motions to the overall

flow. This analysis shows the structure of turbulence and the relative contribution of sweeps,
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Figure 3.20: Quadrant analysis comparison H = 0.0 (closed symbols represent upstream reference
location, open symbols represent the adverse pressure gradient location)(Q1•, Q2¥, Q3N, Q4¨)

Figure 3.21: Quadrant analysis comparison H = 2.5 (closed symbols represent upstream reference
location, open symbols represent the adverse pressure gradient location)(Q1•, Q2¥, Q3N, Q4¨)
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ejections and inward and outward interactions. The work of Lu and Willmarth (1973) de-

veloped the concept of the hyperbolic hole of size H, as described in Equations 1.33 and

1.34.

Quadrant analysis performed on the current data showed that for H = 0, or all events,

the adverse pressure gradient increases the magnitude of the effects of all four components:

sweeps, ejections, inward and outward interactions. The sweep and ejection (Q4, Q2) events

are dominant for all locations in the flow over the outward and inward interaction (Q1, Q3)

events. Figure 3.20 shows the four different quadrant results for both the flat plate location

and an adverse pressure gradient location, 2/3 of the length down the ramp. The quadrant

decomposition, shown as a percent, is plotted against the height above the wall scaled on the

boundary layer thickness. When examining all locations, the sweeps (Q4) and ejections (Q2)

are very similar in contribution throughout the boundary layer with sweeps contributing

slightly less in the outer portion of the boundary layer and contributing slightly more in the

inner portion. Figure 3.21 shows a comparison of the four different quadrant decomposition

results for moderate and strong events (H = 2.5), for both the flat plate region of the flow

and for the flow along the ramp, again 2/3 of the length down the ramp. The results at other

locations in the adverse pressure gradient look similar, and the results are also similar for

H = 4.0, strong events. The sweep (Q4) events for the adverse pressure gradient contribute

a slightly smaller per cent of the total when compared to the flat plate case for the middle

of the boundary layer, while being significantly less important in the very near wall region

when compared with the flat plate case. In addition, for moderate and strong events the

ejection (Q2) events are suppressed near the wall and dominated by the sweep (Q4) events,

while in the outer part of the boundary layer the ejection (Q2) events are dominant, as seen

by Krogstad and Sk̊are (1995). However, when the sum of the contributions of ejection and

sweep (Q2, Q4) events for the adverse pressure gradient is comparable with the results for

zero pressure gradient, the current data show no notable difference between the two cases.

3.7 Summary

The development of an adverse pressure gradient boundary layer at Reθ = 3300 is

examined. The flow does not separate along the 4 degree ramp, although it is subjected to

a prolonged adverse pressure gradient, before starting to redevelop along a flat plate. The

pressure distribution shows that adverse pressure gradient without separation has been
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developed for examination. Additionally, the flow is a non-equilibrium flow in the sense of

Clauser due to the varying value of β.

The shape of the mean velocity profile continues to evolve along the entire length of the

flow and has not recovered to that of a flat plate boundary layer at the farthest downstream

measurement location. The mean flow follows the logarithmic law of the wall for all of

the measurement locations, although the wake grows much larger in the adverse pressure

gradient, causing the extent of the log region to shrink. No inflection point is noted in the

mean flow profiles of the flow along the ramp, however an inflection point does appear in

the mean flow at the start of the flat plate redevelopment.

The turbulent stresses all change in the adverse pressure gradient. The streamwise nor-

mal stress develops a secondary outer plateau which grows in the adverse pressure gradient

and does not completely decay by the farthest downstream measurement location. The wall

normal stress peak widens and moves away from the wall in the adverse pressure gradient.

The inner layer appears to recover to that expected in the flat plate by the farthest down-

stream measurement location, but the outer layer is still affected. The Reynolds shear stress

in the inner layer does not change much from that of the flat plate boundary layer, however

the outer region develops a secondary peak similar to that seen in the other stresses.

The turbulent kinetic energy production shows that the flow is in equilibrium for the

adverse pressure gradient and flat plate regions, although it is not for either the mild

favorable pressure gradient or the start of the flat plate redevelopment. No outer peak is

observed in the production. The development of q2 is similar to that of the stresses, with

the growth of an outer peak in the adverse pressure gradient and then the slow decay in

the redevelopment flat plate.

Various structural parameters were examined for this flow. These parameters showed

that the structure of the flow is only slightly perturbed by the adverse pressure gradient and

does appear to be redeveloping to that of a flat plate boundary layer in the redevelopment

region. The structural parameter of Townsend, a1, does show a consistent reduction in the

adverse pressure gradient and a slower recovery near the wall than in the outer layer.

Quadrant analysis showed that only small changes occur in the importance of sweeps,

ejections and inward and outward interactions. This is once again indicative of the small

changes in the mean velocity profiles and the shear stress profiles.

Overall the flow examined here is only slightly modified from that of a flat plate bound-

ary layer. However small changes in the overall flow have led to much larger changes in the
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development of the stresses and they no longer collapse in the traditional flat plate coor-

dinates, which collapse the flat plate data so well. In the next chapter, Reynolds number

effects and scalings capable of collapsing the mean and turbulence data are examined.



Chapter 4

Reynolds Number Effects on the Mean Flow and

Turbulence

This chapter examines the effects of Reynolds number on the adverse pressure gradient

boundary layer described in Chapter 3. The study of the effects of Reynolds number on

this adverse pressure gradient flow, which is not highly perturbed when compared with

that of a flat plate boundary layer, allows for the examination of the changes caused to the

mean flow and turbulence by the application of an adverse pressure gradient and how the

scaling of the mean flow and turbulence is thus modified. This flow was measured at three

momentum thickness Reynolds numbers, Reθ,ref = 3300, 14, 100 and 20,600, as evaluated

at the upstream reference location, x′ = −0.33. Table 4.1 gives values for the atmospheric

conditions inside the tank for each of these cases.

The overall effects of changing the Reynolds number are first discussed with respect to

the development of the flow, followed by an examination of the mean flow and Reynolds

stress changes due to Reynolds number, and finally the Reynolds number effects on the

structure of the flow and quadrant analysis. In addition, scaling of the Reynolds stresses,

both over the range of Reynolds numbers examined and over the changing pressure gradient

along the ramp are presented.

Reθ,ref Temperature(K) Pressure(Pa) ν x 106(m2/s)

3300 297 101,300 15.45

14,100 297 481,000 3.26

20,600 299 770,000 2.06

Table 4.1: Wind tunnel conditions

106
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Figure 4.1: Mean flow development for the low and high Reynolds number cases normalized using
the fixed quantity, Ue, measured at the reference location (closed symbols represent Reθ,ref = 3300,
open symbols represent Reθ,ref = 20, 600)

4.1 Overall Reynolds number effects on the flow development

The overall effects of the Reynolds number on the flow development for the streamwise

mean velocity are shown in Figure 4.1 for the low and high Reynolds numbers, Reθ,ref =

3300 and 20,600. In these figures showing the overall development of the flow, the closed

circles represent the Reθ,ref = 3300 data and the open squares represent the Reθ,ref =

20, 600 data. Unlike in Chapter 3, the redevelopment region is not shown in these figures

and the profiles along the ramp are shown at three equally spaced locations, x′ = 0.25, 0.5

and 0.75, or one quarter, one half and three quarters of the distance down the ramp.

The upstream flat plate region and the ramp are shown with the profiles positioned along

the ramp at the correct physical locations, with the mean velocity normalized using the

freestream velocity at the reference location for each condition and the distance above

the wall normalized using the ramp height. The large differences in Reynolds number do

not produce large changes for the mean flow development, although some differences are

noted as the flow travels further along the ramp. At the farthest location down the ramp,

x′ = 0.75, the mean velocity profile has a significantly different shape, with the higher

Reynolds number case showing a much fuller velocity profile. This difference in profile
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Figure 4.2: Streamwise normal stress development for the low and high Reynolds number cases
normalized using the fixed quantity, (Ueuτ ), measured at the reference location (closed symbols for
Reθ,ref = 3300, open symbols for Reθ,ref = 20, 600)

shape is also noted at the middle Reynolds number at this location and may indicate that

with a longer adverse pressure gradient the mean flow profiles would become less similar.

The Reynolds number effects on the development of the three Reynolds stress com-

ponents are shown in Figure 4.2, 4.3 and 4.4. Only the ramp and upstream flat plate

profiles are shown, with the stresses normalized using the flat plate boundary layer scaling,

as described by DeGraaff and Eaton (2000), evaluated at the reference location. Changes

are visible in the stress profiles and are observed to be larger than in the mean flow, but

the overall Reynolds number effects on the stresses are observed to produce only moder-

ate changes in the stress profiles as compared to flows in more rapidly changing pressure

gradients, such as the separating and reattaching flow of Song (2002).

The overall flow parameters for the three Reynolds numbers examined are given in

Tables 4.2, 4.3, and 4.4. Table 4.2 is a repeat of Table 3.1 to allow for easier comparison of

the parameters between the three Reynolds number cases. Flow parameters are given for

all locations where full profiles were measured. At the highest Reynolds number, data were

measured at only four measurement locations due to the very low data rate, while for the

other two Reynolds numbers a full set of profile data was measured. For the purpose of this
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Figure 4.3: Wall normal stress development for the low and high Reynolds number cases normalized
using the fixed quantity, (u2

τ ), measured at the reference location (closed symbols for Reθ,ref = 3300,
open symbols for Reθ,ref = 20, 600)

Figure 4.4: Reynolds shear stress development for low and high Reynolds number cases normalized
using the fixed quantity, (u2

τ ), measured at the reference location (closed symbols for Reθ,ref = 3300,
open symbols for Reθ,ref = 20, 600)
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x′ Ue(m/s) δ99(mm) θ(mm) H Π Reθ β Uτ (m/s)

-0.33 20.48 25.22 2.51 1.34 0.37 3330 -0.17 0.82

0 20.62 23.81 2.17 1.29 -0.04 2990 -0.07 0.89

0.25 19.87 29.18 3.10 1.39 0.72 3990 2.07 0.73

0.33 19.60 30.41 3.32 1.39 0.72 4210 1.74 0.72

0.5 19.20 33.77 3.78 1.42 0.87 4700 1.60 0.68

0.67 18.80 35.64 4.24 1.46 0.92 5160 2.31 0.66

0.75 18.71 37.53 4.60 1.48 1.29 5570 1.38 0.62

1 18.23 41.76 5.66 1.56 1.24 6680 -1.41 0.61

1.33 18.26 39.78 5.37 1.47 0.54 6340 -0.37 0.68

1.67 17.54 38.77 5.26 1.45 0.67 6320 -0.18 0.68

Table 4.2: Flow parameters at Reθ = 3300

x′ Ue(m/s) δ99(mm) θ(mm) H Π Reθ β Uτ (m/s)

-0.33 20.39 25.81 2.82 1.26 0.24 14080 -0.07 0.73

0 20.42 22.18 2.12 1.21 -0.18 10850 -0.53 0.79

0.25 19.65 31.17 3.76 1.31 0.65 17270 2.94 0.65

0.33 19.44 33.04 4.03 1.31 0.73 18190 2.38 0.63

0.5 18.99 34.57 4.48 1.33 0.91 19440 1.64 0.60

0.67 18.65 35.59 4.92 1.35 1.07 20810 2.74 0.58

0.75 18.50 35.35 5.16 1.38 1.19 21030 2.43 0.56

1 18.21 40.30 5.82 1.39 1.05 23290 -1.98 0.56

1.33 18.04 37.19 5.60 1.35 0.92 22860 -0.35 0.57

1.67 18.07 36.20 5.44 1.33 0.75 22540 -0.25 0.58

Table 4.3: Flow parameters at Reθ = 14, 100

chapter, data from the locations examined at all three Reynolds numbers, x′ = 0.25, 0.5

and 0.75, will be used.

The skin friction distribution along the bottom wall is shown in Figure 4.5. The overall

effect of the increase in Reynolds number is a decrease in the skin friction coefficient, cf ,
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x′ Ue(m/s) δ99(mm) θ(mm) H Π Reθ β Uτ (m/s)

-0.33 16.68 31.57 3.13 1.24 0.15 20560 -0.15 0.58

0.25 15.64 35.45 3.87 1.29 0.25 22940 3.42 0.53

0.5 15.60 38.87 5.04 1.30 0.81 29500 1.78 0.48

0.75 14.90 39.82 5.66 1.38 1.24 31650 2.75 0.44

Table 4.4: Flow parameters at Reθ = 20, 600

Figure 4.5: Skin friction distribution along bottom wall for all three Reynolds numbers

along the entire length of the flow examined. At the initial upstream flat plate location, the

effect of the increasing Reynolds number is to decrease the local skin friction, which is used as

the reference value for cf along the ramp. Other than this decrease with Reynolds numbers,

the trend in the skin friction coefficient appears similar for the three Reynolds number cases,

with a drop of approximately 50% in the value of the skin friction coefficient along the length

of the ramp. The upstream flat plate value of the skin friction was determined through the

standard log law fitting of the mean velocity profile. For the one and four atmosphere

cases, the velocity at which the wind tunnel was run for the velocity measurements and

for the oil flow interferometry measurements were nominally the same and therefore the
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Figure 4.6: Wall static pressure distribution on bottom wall for all three Reynolds numbers

friction velocity was easily extracted from the skin friction coefficient computed using the

oil flow technique. For the eight atmosphere case, the oil flow measurements were made

at a higher velocity than the subsequent velocity profile measurements. The trends in the

skin friction coefficient distribution are similar for all three Reynolds numbers, therefore a

similar technique was used to determine the friction velocity for this case. At the reference

location, the standard log law fit was used to determine the friction velocity, which was then

used to calculate the skin friction coefficient at the reference location. The ratio of the skin

friction coefficient at the ramp location and the reference location was determined using the

oil flow technique, as described in Chapter 2. This allowed for the calculation of the skin

friction coefficient at the ramp location. The value of the friction velocity was then backed

out of the skin friction coefficient using the locally measured value of the freestream velocity

from the mean profile. This value of the friction velocity was then used when analyzing the

data.
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Figure 4.7: Wall static pressure distribution on top wall for all three Reynolds numbers

4.2 Wall Static Pressure Distribution

The wall static pressure distribution was measured at all three Reynolds numbers along

both the top and bottom walls of the wind tunnel. Figure 4.6 shows the pressure distri-

bution, Cp, along the bottom wall of the wind tunnel. The pressure distribution shows no

Reynolds number effects until approximately half way down the ramp at which point the

value of Cp increases with increasing Reynolds number along the remainder of the ramp.

In the downstream redevelopment region, the Reynolds number dependence remains, but

the shift between profiles remains constant indicating that the Reynolds number effects are

most pronounced in the region of adverse pressure gradient and do not disappear when the

pressure gradient is removed. The pressure distribution along the top wall of the tunnel is

shown in Figure 4.7 and similar Reynolds number effects are observed.

The Clauser pressure gradient parameter, β, was calculated for each of the Reynolds

numbers examined in the flow. Figure 4.8 shows that small Reynolds number effects on the

value of β are present. The development of β as described in Chapter 3, is also observed at

the higher Reynolds numbers, with the peak value of β increasing slightly with increasing

Reynolds number. The peak value of β at the highest Reynolds number is still significantly

smaller than values typical of flows near separation.
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Figure 4.8: β distribution along bottom wall for all three Reynolds numbers

4.3 Mean Flow

As shown previously, the mean flow is not affected greatly by Reynolds number and

remains attached along the entire length of the adverse pressure gradient ramp. A few of

the typical mean velocity scalings are examined for the range of Reynolds numbers examined

in this experiment and for various locations along the adverse pressure gradient ramp.

4.3.1 Law of the wall

The ”law of the wall” plot at the upstream flat plate reference location is shown in

Figure 4.9. At this location, the reference value of the skin friction is calculated using the

standard log law fitting, as previously described. As the Reynolds number increases the

logarithmic layer length in y+ increases. In addition, the value of the wake parameter,

Π, decreases with increasing Reynolds number. This can also be observed in the tables of

flow parameters. As noted in Chapter 3, the mean flow follows the logarithmic law along

the entire length of the ramp; therefore the ”law of the wall” plot at x′ = 0.50, half way

down the ramp, is shown in Figure 4.10 as indicative of the ”law of the wall” plot at other

locations along the ramp. The extent of the logarithmic layer moves to larger values of y+

at higher Reynolds numbers, as seen for the flat plate boundary layer. The wake region
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Figure 4.9: Law of the wall plot at x’ = -0.33 for all three Reynolds numbers (κ = 0.41, B = 5.5)

Figure 4.10: Law of the wall plot at x’ = 0.50 for all three Reynolds numbers (κ = 0.41, B = 5.5)
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Figure 4.11: Velocity deficit scaling at x’ = -0.33 for all three Reynolds numbers

of the flow has increased as the flow travels down the adverse pressure gradient ramp and

therefore the wake region for all three Reynolds numbers covers a larger region of y+ than

for the flat plate boundary layer. Additionally, as for the flat plate boundary layer, the value

of the wake parameter, Π, decreases with increasing Reynolds number as seen in previous

experiments.

4.3.2 Velocity Deficit Scaling

The velocity deficit profile at the upstream flat plate reference location is shown in

Figure 4.11 for all three Reynolds numbers using the Zagarola and Smits (1998) scaling of

(Ue −U)/(Ueδ
∗/δ99). The profiles collapse very well for y/δ99 > 0.1. Figure 4.12 shows the

velocity deficit profiles for the flat plate profile as well as the profiles for locations along

the ramp for the low Reynolds number, Reθ,ref = 3300, condition. The differences in the

velocity deficit profiles are most notable for y/δ99 < 0.4, where the value of the velocity

deficit can be observed to increase with distance down the ramp for any given value of

y/δ99. This is in disagreement with the similarity analysis of Castillo and George (2001)

who predict a single curve for an adverse pressure gradient flow. The lack of collapse of

these profiles is due to the changing mean velocity profile shape, as observed in Figure
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Figure 4.12: Velocity deficit scaling along ramp at Reθ = 3300 (symbols as in Chapter 3: x’ = -0.33
•, x’ = 0.0 ¥, x’ = 0.25 ¡, x’ = 0.33 ♦, x’ = 0.5 M, x’ = 0.67 O, x’ = 0.75 ◦)

Figure 4.13: Velocity deficit scaling at x’ = 0.50 for all three Reynolds numbers



Chapter 4. Reynolds Number Effects on the Mean Flow and Turbulence 118

3.6 and indicated by the changing value of the shape function, H, along the ramp. The

velocity deficit profile for half way down the ramp, x′ = 0.50, is shown in Figure 4.13, which

shows reasonable collapse over the same range as the flat plate profile, y/δ99 > 0.1. Similar

collapse is seen at other measurement locations along the ramp and is due to the flow at

each measurement location having the same pressure history and similar profile shapes and

values of the shape factor. While this scaling collapses the mean velocity profiles at each

specific location for the range of Reynolds numbers examined, it does not account for the

changing shape of the mean profile due to the adverse pressure gradient and is not generally

applicable for collapsing the mean velocity profile in any arbitrary adverse pressure gradient

flow.

4.4 Turbulence

The turbulent stresses, as seen in Chapter 3, change greatly in the outer layer as the

flow travels along the adverse pressure gradient ramp when plotted in traditional flat plate

coordinates. However, the effects due to varying Reynolds number appear to be much less

than those due to the changing flow field due to the adverse pressure gradient as seen in the

plots of the stress development shown previously. The collapse of the stress data is shown

in traditional scalings as well as newly proposed scalings, which collapse the changing stress

profiles for this adverse pressure gradient flow.

4.4.1 Flat Plate Reference Location

At the upstream reference flat plate boundary layer, the DeGraaff and Eaton (2000)

scaling, u′u′/uτUe, v′v′/u2
τ and −u′v′/u2

τ , collapses the three Reynolds numbers examined,

as seen in Figures 4.14, 4.15, and 4.16. The outer layer for the Reynolds shear stress is

less well collapsed than for the data of DeGraaff and Eaton (2000). Because this collapse is

not very good due to the difficulties involved in measuring the shear stress, the shear stress

collapse with Reynolds number will not be examined further along the adverse pressure

gradient boundary layer.

4.4.2 Adverse Pressure Gradient Ramp

The streamwise normal stress, u′u′ is shown scaled on the DeGraaff and Eaton (2000)

scaling for all three Reynolds numbers at x′ locations of 0.25, 0.5 and 0.75, in Figures 4.17,
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Figure 4.14: Reynolds number scaling for u′u′ at x’ = -0.33 (Reθ = 3300 •, Reθ = 14, 100 ¥,
Reθ = 20, 600 ¨)

Figure 4.15: Reynolds number scaling for v′v′ at x’ = -0.33 (Reθ = 3300 •, Reθ = 14, 100 ¥,
Reθ = 20, 600 ¨)

4.18, and 4.19. Each figure shows the three upstream flat plate profiles as well as the profiles

for all three Reynolds numbers at the given x′ location. As seen in Figure 3.11, the peak

value for the streamwise normal stress along the ramp does not collapse in the DeGraaff
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Figure 4.16: Reynolds number scaling for −u′v′ at x’ = -0.33 (Reθ = 3300 •, Reθ = 14, 100 ¥,
Reθ = 20, 600 ¨)

Figure 4.17: DeGraaff & Eaton flat plate scaling for u′u′ at x’ = 0.25 (filled symbols represent x’
= -0.33 and open symbols represent x’ = 0.25, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨),
uncertainty bars indicative of uncertainty in all profiles

and Eaton (2000) coordinates onto the flat plate peak, although all the ramp profiles do

collapse on each other at a slightly lower peak value as seen in Figure 3.11. The DeGraaff
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Figure 4.18: DeGraaff & Eaton flat plate scaling for u′u′ at x’ = 0.50 (filled symbols represent x’
= -0.33 and open symbols represent x’ = 0.5, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨),
uncertainty bars indicative of uncertainty in all profiles

Figure 4.19: DeGraaff & Eaton flat plate scaling for u′u′ at x’ = 0.75 (filled symbols represent x’
= -0.33 and open symbols represent x’ = 0.75, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨),
uncertainty bars indicative of uncertainty in all profiles

and Eaton (2000) scaling in the outer layer of the boundary layer appears to not collapse

the range of Reynolds number data available for this flow, particularly as the flow progresses
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Figure 4.20: Outer layer scaling for u′u′ at x’ = 0.25 (filled symbols represent x’ = -0.33 and open
symbols represent x’ = 0.25, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨)

down the ramp. This is due to the outer peak, which develops as the flow advances down

the ramp. Overall, the DeGraaff and Eaton (2000) scaling does not appear to collapse the

flat plate and adverse pressure gradient profiles for this particular flow.

Since the outer peak in the streamwise normal stress does not collapse in the flat plate

scaling proposed by DeGraaff and Eaton (2000), other outer layer scalings were tested. The

outer scaling proposed by Elsberry et al. (2000), UeUe,max is shown in Figures 4.20, 4.21,

and 4.22. In this scaling, Ue is the local freestream velocity and Ue,max is the maximum

freestream velocity, which for these profiles is the freestream velocity at the start of the

ramp, x′ = 0.0. This value was measured for the highest Reynolds number case as a single

data point to allow for the application of this scaling for all three Reynolds numbers. As

in the previous figures, the upstream flat plate profiles are included at each location and

the stresses are plotted for x′ = 0.25, 0.5 and 0.75. The collapse of the streamwise normal

stress in these coordinates is better than in the DeGraaff and Eaton (2000) scaling for the

outer region of the flow, particularly for the outer layer stress peak. Again as the flow

travels down the ramp, the scaling has more difficulties in collapsing the stress peak, which

develops in the flow along the ramp and overall the scaling appears less acceptable as the

flow travels further down the ramp.
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Figure 4.21: Outer layer scaling for u′u′ at x’ = 0.50 (filled symbols represent x’ = -0.33 and open
symbols represent x’ = 0.5, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨)

Figure 4.22: Outer layer scaling for u′u′ at x’ = 0.75 (filled symbols represent x’ = -0.33 and open
symbols represent x’ = 0.75, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨)
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Figure 4.23: Traditional scaling for u′u′ at Reθ = 3300 (x’ = -0.33 •, x’ = 0.25 ¡, x’ = 0.5 M, x’ =
0.75 ◦), uncertainty bars indicative of uncertainty in all profiles

For the inner region of the streamwise normal stress, the Reθ,ref = 3300 data along

the ramp was examined with the goal of collapsing the peak between the adverse pressure

gradient profiles and the flat plate data at one Reynolds number. In the DeGraaff and Eaton

(2000) scaling, the peaks for the adverse pressure gradient locations collapse on each other,

but not on the flat plate profile. The traditional streamwise normal stress scaling, u′u′/u2
τ ,

was found to collapse the peak for the flat plate and the adverse pressure gradient profile

for this one Reynolds number, as seen in Figure 4.23. This scaling also does not appear

to collapse the outer peak in the profiles along the ramp. Since this scaling was already

shown by DeGraaff and Eaton (2000) to not collapse the flat plate streamwise normal stress

profiles over a wide Reynolds number range, a modification of this scaling was examined

to collapse the adverse pressure gradient profiles along with the flat plate profiles over the

Reynolds number range examined.

Starting from the traditional streamwise normal stress scaling, u′u′/u2
τ , which was ob-

served to collapse the adverse pressure gradient and flat plate profiles for the inner layer at

one Reynolds number, a modification to this scaling to account for Reynolds number effects

was found using the data gathered in this study, the data of DeGraaff (1999) and that of

Österlund (1999). The new scaling for the streamwise normal stress to collapse the adverse
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Figure 4.24: New proposed inner scaling for u′u′ at x’ = 0.25 (filled symbols represent x’ = -0.33 and
open symbols represent x’ = 0.25, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles

Figure 4.25: New proposed inner scaling for u′u′ at x’ = 0.50 (filled symbols represent x’ = -0.33
and open symbols represent x’ = 0.5, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles
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Figure 4.26: New proposed inner scaling for u′u′ at x’ = 0.75 (filled symbols represent x’ = -0.33 and
open symbols represent x’ = 0.75, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles

Figure 4.27: New proposed outer scaling for u′u′ at x’ = 0.25 (filled symbols represent x’ = -0.33 and
open symbols represent x’ = 0.25, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles
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Figure 4.28: New proposed outer scaling for u′u′ at x’ = 0.50 (filled symbols represent x’ = -0.33
and open symbols represent x’ = 0.5, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles

Figure 4.29: New proposed outer scaling for u′u′ at x’ = 0.75 (filled symbols represent x’ = -0.33 and
open symbols represent x’ = 0.75, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles
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pressure gradient data for the inner layer, as well as the flat plate data, over the Reynolds

number range in which experimental data were available is:

u′u′

(u2
τ (1− 0.5Πref )2)

(4.1)

The value of 0.5 in front of Πref was found by fitting the flat plate data of DeGraaff

and Eaton (2000) and Österlund (1999). The collapse of the inner layer portion of the data

from the current experiments are shown in Figure 4.24, 4.25, and 4.26. This scaling has

both a local component involving the local value of uτ , and an upstream history or non-local

reference component, 1−0.5Πref . The history component for this flow is based on the value

of the wake function, Π, on the upstream flat plate. For the flat plate data used to test this

new scaling, the value of Π was computed from the given mean velocity profiles or from

tabulated results. The value of Π decreases with increasing Reynolds number, meaning

that the history component becomes closer to one for higher Reynolds number. While this

scaling collapses the inner peak in the streamwise normal stress, the outer layer does not

collapse, and the peak which is observed to develop along the adverse pressure gradient

is evident in these figures. Some justification for the new inner layer scaling is needed.

Dimensionally, the near wall peak in the streamwise normal stress decays as the flow travels

down the adverse pressure gradient ramp at a rate similar to the change in the friction

velocity squared. The coefficient (1 − 0.5Πref )2 was determined to collapse the range of

Reynolds number data for flat plate onto a single profile using traditional scaling. Elsberry

et al. (2000) note that the wake parameter, Π, has been shown to be proportional to the

inverse of the square root of the skin friction coefficient, cf . This proportionality comes

from:
U

uτ
=

1
κ

ln
(yuτ

ν

)
+ B +

Π
κ

w

(
y

δ99

)
(4.2)

where the wake parameter, Π, can be solved for at the edge of the boundary layer, giving:

Π =
κ

2

[
2√
cf
−B − 1

κ
ln

(
δ99uτ

ν

)]
(4.3)

In order to examine how this relationship can be used to help understand this new

scaling, the scaling must be expanded using an arbitrary constant of proportionality, C,

between the skin friction coefficient and the wake parameter:

u′u′(
u2

τ

(
1− CUe,ref√

2uτ,ref
+

C2U2
e,ref

8u2
τ,ref

)) (4.4)
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Figure 4.30: Scaling for v′v′ using local values of uτ at x’ = 0.25 (filled symbols represent x’ = -0.33
and open symbols represent x’ = 0.25, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles

This scaling can then be examined for the flat plate boundary layer, where the reference

and local values are the same.

u′u′(
u2

τ − CUeuτ√
2

+ C2U2
e

8

) (4.5)

This scaling is a mix of inner and outer scalings to collapse the inner streamwise normal

stress peak. Equation 4.5 can be thought of as an alternative to the DeGraaff and Eaton

(2000) mixing scaling. In order to determine the value of C, a large amount of data would

be necessary, however the value must be less than 1 and could be easily calculated if enough

good data were available over a range of Reynolds numbers for the value of the peak

streamwise normal stress and the necessary velocities for a flat plate.

A separate scaling is needed for the outer flow since the turbulence in the log and wake

layers is out of equilibrium with the mean flow. The new scaling:

u′u′(
u2

τ,ref (1− 0.5Πref )2
) (4.6)

where no local information is used, collapses the streamwise normal stress for the outer

layer. The lack of local information is necessary since the dimensional outer plateau in the
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Figure 4.31: Scaling for v′v′ using local values of uτ at x’ = 0.50 (filled symbols represent x’ = -0.33
and open symbols represent x’ = 0.5, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles

Figure 4.32: Scaling for v′v′ using local values of uτ at x’ = 0.75 (filled symbols represent x’ = -0.33
and open symbols represent x’ = 0.75, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨), uncertainty
bars indicative of uncertainty in all profiles
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Figure 4.33: Scaling for v′v′ using reference values of uτ at x’ = 0.25 (filled symbols represent x’
= -0.33 and open symbols represent x’ = 0.25, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨),
uncertainty bars indicative of uncertainty in all profiles

streamwise normal stress does not change as the flow travels down the ramp. The use of the

additional element in the scaling accounts for the change in the flow due to the changing

Reynolds number, as discussed above for the inner layer peak. The results of this scaling are

seen in Figures 4.27, 4.28, and 4.29 plotted in outer layer coordinates. While the collapse

is not perfect, there is no clear trend to the variations around a mean line. This is a clear

indication that the outer layer normal stress is out of equilibrium with the mean flow and

is primarily determined by upstream conditions over the length of the ramp.

The wall normal stress scaled using the traditional scaling, u2
τ , is shown in Figures 4.30,

4.31, and 4.32 for the three Reynolds numbers at one quarter, one half and three quarters

of the way down the adverse pressure gradient ramp respectively. Neither the inner nor

outer layer profiles collapse in these coordinates. The outer layer in particular shows stress

variations in these coordinates indicating a weak connection at most between the outer

layer normal stress and the local friction velocity. The wall normal stress scaled on u2
τ,ref

is shown in Figures 4.33, 4.34, and 4.35 for the three adverse pressure gradient profiles

at all Reynolds numbers. This scaling is observed to collapse the inner region of the wall

normal stress very well. This degree of collapse for the inner layer at all locations along

the ramp indicates that the inner layer is determined by the upstream condition and the
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Figure 4.34: Scaling for v′v′ using reference values of uτ at x’ = 0.50 (filled symbols represent x’
= -0.33 and open symbols represent x’ = 0.5, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨),
uncertainty bars indicative of uncertainty in all profiles

Figure 4.35: Scaling for v′v′ using reference values of uτ at x’ = 0.75 (filled symbols represent x’
= -0.33 and open symbols represent x’ = 0.75, Reθ = 3300 •, Reθ = 14, 100 ¥, Reθ = 20, 600 ¨),
uncertainty bars indicative of uncertainty in all profiles

locally changing parameters, such as skin friction, play no part in determining the stress for

this flow. In addition, the outer peak collapses in this scaling and the outer layer collapse
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for the data along the adverse pressure gradient ramp and the flat plate is as good as the

collapse for the flat plate data shown previously using the traditional scaling. This scaling,

due only to upstream reference values of the friction velocity, implies that the dimensional

values of the wall normal stress remain constant, independent of the changing mean velocity

profiles. As the boundary layer thickens and the value of the friction velocity decreases, the

outer layer peak grows in traditional scaling due entirely to the change in the skin friction.

The wall normal stress over the entire flow field reaches a constant peak value, which moves

further from the wall as the boundary layer thickens.

To test the ability of the new stress scalings to collapse data from other adverse pressure

gradient experiments, the data from the increasingly adverse pressure gradient experiment

of Samuel and Joubert (1974) were examined. For this flow, flat plate data was not available

as the first measurement location was already located in the adverse pressure gradient region

of the flow, therefore the reference location was taken to be the first location at which data

were presented. The experimental data from this experiment could only be used to examine

the outer layer scalings, since the inner layer behavior of the turbulence was not captured

near the wall in this experiment. The scaling of the streamwise normal stress is shown in

Figure 4.36, and for the wall normal stress in Figure 4.37. The collapse of the data for

the streamwise normal stress is poor, although this is likely due to the lack of a flat plate

reference location from which to gather the values of the wake function and the friction

velocity. The value of the wake function at the first location in the experiment of Samuel

and Joubert (1974) is comparable to the value measured one third of the distance down

the ramp in the present experiment under similar Reynolds number conditions. For the

wall normal stress, the collapse is adequate, note that the near wall data were taken using

a hotwire and the values in this region are subject to relatively large uncertainties. The

profile shapes of both stresses are much different from the shapes measured in this work,

particularly as the flow travels farther along the pressure gradient and this difference is likely

due to the differing flow conditions and the rapidly changing pressure gradient. However,

this comparison shows that the collapse of the wall normal stress data is quite robust.

The general conclusion here is that for the present case of mild adverse pressure gradient

with falling skin friction and no observable inflection point in the mean profile, the normal

stresses are controlled almost entirely by their upstream levels. Overall the wall normal

stress is unaffected by the pressure gradient caused by the ramp when plotted using the

rotated coordinate system and collapses well using a constant scaling. The streamwise
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Figure 4.36: Test of new scaling for u′u′ with data of Samuel & Joubert (1974) (x = 1.04 m ¥, x =
1.79 m ¨) and experimental data at Reθ = 3300 (x’ = -0.33 •, x’ = 0.25 ¡, x’ = 0.5 M, x’ = 0.75 ◦)

Figure 4.37: Test of new scaling for v′v′ with data of Samuel & Joubert (1974) (x = 1.04 m ¥, x =
1.79 m ¨) and experimental data at Reθ = 3300 (x’ = -0.33 •, x’ = 0.25 ¡, x’ = 0.5 M, x’ = 0.75 ◦)

normal stress in the outer layer is also unaffected by the pressure gradient. When plotted

in the rotated coordinates, it collapses using a constant scaling. The inner layer of the

streamwise normal stress collapses in a new scaling which collapses the adverse pressure
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Figure 4.38: Anisotropy parameter for Reθ = 3300 and 20,600 (closed symbols for Reθ = 3300 and
open symbols for Reθ = 20, 600, x’ = -0.33 •, x’ = 0.25 ¥, x’ = 0.5 N, x’ = 0.75 ¨)

gradient data onto the flat plate data for the range of Reynolds numbers examined. This

new scaling is a mix of inner and outer layer scalings from the local and the reference

locations, taking into account both the upstream history of the flow and the local conditions.

4.5 Structural and Quadrant Analysis

A number of structural parameters were examined in Chapter 3. Here, the Reynolds

number effects on one of those parameters will be examined. The anisotropy parameter is

shown in Figure 4.38 for both Reθ = 3300 and 20,600 with solid symbols used for the low

Reynolds number values and open symbols used for the high Reynolds numbers. The actual

symbols for the three ramp locations and reference flat plate location are the same as in

Chapter 3. The value for the anisotropy parameter in the flat plate reference location is

between 0.3 and 0.4 for both Reynolds numbers, although the value for the higher Reynolds

number is consistently lower than that of the lower Reynolds number. In the outer portion

of the boundary layer, the anisotropy parameter is observed to increase moving downstream

in a similar manner for both Reynolds numbers for the locations along the ramp. In the

inner region, the parameter appears to approach a constant value for the higher Reynolds
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Figure 4.39: Quadrant analysis (H = 0.0) for flat plate at Reθ = 3300 and 20,600 (closed symbols
for Reθ = 3300 and open for Reθ = 20,600) (Q1 •, Q2 ¥, Q3 N Q4 ¨)

number, unlike the lower Reynolds number case where the parameter increases as the flow

is subjected to the adverse pressure gradient. Overall, the anisotropy parameter values and

the trends observed for the adverse pressure gradient appear to be similar between the two

Reynolds numbers, indicating that the structure of the flow is not changed significantly by

the increasing Reynolds number.

The effect of Reynolds number on quadrant analysis was examined by Priyadarshana

and Klewicki (2004), who noted that the contributions from all quadrants increased with

increasing Reynolds number. The present data show the same trends as seen in Figure

4.39, where all events are compared at Reθ = 3300 and 20,600 for the flat plate reference

location. They noted that close to the wall, contributions from ejections are larger for lower

Reynolds numbers, while at high Reynolds numbers sweeps remain large at a larger distance

from the wall than for lower Reynolds numbers. For all events, ejections in the near wall

region appear to be comparable to the contributions due to sweeps for the higher Reynolds

number, while for the lower Reynolds number sweeps appear to dominate ejections in the

near wall region, consistent with their observations. For the outer region of the flow, the

contributions due to sweeps appear to be much larger for the higher Reynolds number as

compared to the lower case. The contributions from the sweep events do not flatten out
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Figure 4.40: Quadrant analysis (H = 0.0) for ramp (x′ = 0.25), along with flat plate (x′ = −0.33)
at Reθ = 3300 and 20,600 (symbols same as above with addition of ramp data using Q1 H, Q2 I,
Q3 J, Q4 F)

for the higher Reynolds number as they did for the lower Reynolds number case, appearing

instead to increase with distance from the wall. The difference between this case and the

one examined by Priyadarshana and Klewicki (2004) may be affected by the wall roughness

of their high Reynolds number cases, but the overall trends observed in their work are

also seen in this data, although they are less pronounced as the Reynolds number range

examined here is smaller than the range they examined.

Figure 4.40 shows the contributions from the four quadrants for both Reynolds numbers

at the flat plate reference location and one quarter of the way along the ramp for all

events. The effects of the increasing Reynolds number are as seen for the flat plate with

the increasing Reynolds number increasing the contribution of all quadrants. Along the

ramp, the increase in the contribution of each quadrant is larger for the higher Reynolds

number as seen for the flat plate region. The contributions along the ramp and on the flat

plate for both inward and outward interactions are approximately equal, this is observed

for both Reynolds numbers. Also for all locations, ejections are dominant over sweeps even

far from the wall. Overall, the trends in the contributions of the various quadrants appear

to be similar for the two Reynolds numbers, with the main difference being that for larger
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Reynolds number, the contributions are larger for all components.

4.6 Summary

The Reynolds number effects on an adverse pressure gradient flow were examined at

Reθ,ref = 3300, 14, 100, and 20,600. Overall, the adverse pressure gradient only mildly

impacted the mean flow and the Reynolds number effects on the mean flow were similar to

those on a flat plate boundary layer with the law of the wall remaining valid for the range

of Reynolds numbers examined at all locations along the adverse pressure gradient ramp.

The value of the wake function, Π, decreases with increasing Reynolds number at both

the flat plate location and locations along the ramp. The velocity deficit scaling originally

proposed by Zagarola and Smits (1998) is observed to hold for individual locations along

the adverse pressure gradient as well as along the flat plate location; however this scaling

does not collapse the various adverse pressure gradient profiles onto each other as predicted

by Castillo and George (2001). This is due to the changing shape of the mean velocity

profile as the flow is subjected to the adverse pressure gradient.

The wall pressure distribution, Cp, for both the top and bottom walls was found to

display Reynolds number effects once the flow has traveled down approximately half of

the ramp. These Reynolds number differences are also observed in the distribution of the

pressure gradient parameter, β, although the differences in the value of this parameter are

small and the flow is far from separation even at the highest Reynolds number.

The skin friction coefficient, cf , shows Reynolds number effects along the entire length

of the flow. The upstream reference flat plate skin friction value is observed to decrease with

increasing Reynolds number and this trend is then observed to persist through the rest of the

flow field. The decrease in skin friction over the length of the adverse pressure gradient ramp

is observed to remain at approximately 50% for the range of Reynolds numbers examined.

The Reynolds stresses are observed to collapse in the coordinates of DeGraaff and Eaton

(2000) for the flat plate boundary layer over the range of Reynolds numbers. However, as the

flow travels down the adverse pressure gradient ramp, the streamwise normal stress is shown

to not collapse the adverse pressure gradient stress data onto that of the flat plate boundary

layer using this scaling, while the traditional streamwise normal stress scaling, u2
τ is observed

to collapse the inner peak for one Reynolds number. For the range of Reynolds numbers

examined, the streamwise normal stresses are observed to collapse using (u2
τ (1− 0.5Πref )2)
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for the inner layer and (u2
τ,ref (1 − 0.5Πref )2) for the outer layer peak. This scale is a mix

of a local and a non-local scaling. The outer region of the streamwise normal stress also

collapses using the outer layer scaling UeUe,max proposed by Elsberry et al. (2000), although

the effectiveness of this collapse appears to decrease as the flow travels further down the

ramp. Choosing between these two scales for the streamwise normal stress is not possible

without more data from similar flows, as each collapses the flow reasonably well.

For the wall normal stress, the constant scaling of u2
τ,ref collapses the range of Reynolds

number for the flat plate and adverse pressure gradient ramp. Overall, the normal stresses

in the outer layer do not change as the flow is exposed to the adverse pressure gradient.

Because of this lack of change, the use of local values of the friction velocity will produce

the development of the outer peak observed in Chapter 3 due to the large decrease in the

skin friction along the length of the ramp; therefore reference values are most appropriate

for the outer layer scales of these stresses.

The proposed scalings collapse the data of Samuel and Joubert (1974) in the wall normal

direction, but not in the streamwise normal direction. This is due to the lack of information

about the flow before the start of the pressure gradient, where reference parameters were

determined for this flow. The measurement location from their experiment used for the

calculation of reference parameters was located in the adverse pressure gradient, leading to

a value of the wake parameter comparable to that measured in the experiment one third of

the distance down the ramp in the current experiment.

An attempt was made to use a commercial CFD package, Fluent, to model the flow with

the hope that the stress scalings tested in this chapter could be reproduced computationally.

The goal was to use CFD as an additional tool for changing the Reynolds number and to be

able to test the Reynolds number stress scalings proposed here on a larger range of Reynolds

numbers. The stress models available in Fluent were unable to capture the necessary stress

changes and the results can be seen in Appendix C.

Finally, the structure of the flow is only changed mildly with Reynolds number. Quad-

rant analysis shows that the contributions from all quadrants increase with increasing Reyn-

olds number as observed by Priyadarshana and Klewicki (2004). Overall the contributions

from each quadrant have similar overall contributions relative to each other over the range

of Reynolds numbers examined.



Chapter 5

Conclusions and Future Work

5.1 Conclusions

An adverse pressure gradient flow far from separation along a 4◦ ramp was examined at

three separate momentum thickness Reynolds numbers, Reθ = 3300, 14, 100, and 20,600, as

measured at the reference flat plate location. Reynolds number scaling of the mean velocity

and Reynolds stress profiles was examined. In addition, basic structural parameters for the

flow were examined to evaluate how far out of equilibrium the flow becomes in the adverse

pressure gradient. The measurements of the mean velocity and Reynolds stress profiles were

made using a custom 2-component high resolution LDA system as described in Chapter 2.

The flow development for the entire flow field was examined in depth in Chapter 3 for

Reθ,ref = 3300. The Reynolds number scaling of the mean velocity and turbulent stresses

was examined in Chapter 4. Appendix C describes the computational modeling done of

this flow using Fluent and the differences between the experimental mean and turbulence

profiles and those from the computation.

The flow examined starts as a flat plate boundary layer, which is then subjected to an

adverse pressure gradient along a 4◦ ramp before a short redevelopment flat plate region

allows for some examination of the redevelopment of the flow. The redevelopment region

for this flow was too short to show signs of the stress equilibrium layer observed by Song

(2002). This adverse pressure gradient flow is only mildly perturbed from that of the flat

plate, as observed through the examination of various structural parameters.

The mean velocity profiles along the adverse pressure gradient do not develop inflection

points and the logarithmic law of the wall remains valid for all measurement locations,

although the wake grows substantially in the pressure gradient. Over the range of Reynolds

numbers examined, the changes in the mean velocity profile are small. However by the

end of the adverse pressure gradient ramp, the mean velocity profile does have a notably

different shape for the three different Reynolds number cases. The velocity deficit scaling of

Zagarola and Smits (1998) is observed to collapse the mean velocity profile at any particular

location along the ramp for the range of Reynolds numbers, but is not generally valid for
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collapsing the profiles from different locations along the pressure gradient. This is due to

the changing shape of the mean velocity profile and contradicts the similarity analysis of

Castillo and George (2001).

Reynolds number effects are observed in the stress profiles, although the larger changes

in these profiles are due to the changing pressure gradient and the large decreases observed

in the skin friction along the length of the ramp. Using the DeGraaff and Eaton (2000)

coordinates for the flat plate boundary layer to scale the stresses, the normal stresses are

observed to develop a large outer layer peak or plateau as the flow travels along the adverse

pressure gradient for all three Reynolds numbers examined. For the wall normal stress, the

entire stress profile, including both the inner and outer layers, is observed to scale using

the value of the friction velocity at the upstream flat plate reference location. This scaling

is also observed to collapse the data of Samuel and Joubert (1974), as well as being the

wall normal stress scaling at the separation point in the flow of Song (2002). A new scaling

for the streamwise normal stress, which accounts for both the local and upstream history

effects on the flow, was determined to collapse the inner layer peak for the adverse pressure

gradient and flat plate profiles. This new scaling U2
τ (1−Πref/2)2 applies for the inner layer

of the profile, while for the outer layer the local value of the friction velocity is replaced

with the flat plate reference value. This scaling does not collapse the data of Samuel and

Joubert (1974), although no flat plate reference values are given for this flow, accounting for

the lack of collapse. The outer layers for both the wall normal and streamwise normal stress

profiles along the ramp are observed to collapse using the value of the friction velocity from

the upstream flat plate reference location. These scalings show that the normal stresses are

determined almost entirely by the upstream flat plate values, and the turn that the flow

experiences over the 4◦ ramp only weakly affects the normal stresses.

Finally, modeling of the entire flow domain using Fluent and its standard Reynolds

stress transport model was performed to determine how commercial CFD codes perform in

modeling basic flows, particularly for the turbulent stresses. Fluent did a reasonable job

of predicting the wall pressure distribution over the entire domain. Fluent also captured

the trends in the stresses and mean flow, but the actual values predicted using Fluent were

sufficiently different from those measured experimentally to prevent the use of Fluent for

testing the proposed scalings for various Reynolds numbers with confidence. Additionally,

for the redevelopment region the mean velocity profiles differed substantially between the

Fluent predictions and the experimental measurements, particularly in the profile shapes.
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5.2 Future Work

Even for this mild adverse pressure gradient flow, the empirically derived scalings for

collapsing the turbulent stresses over a range of Reynolds number are difficult to explain

physically. Although these scalings collapse the stresses measured in this experiment, the

applicability of these scalings to other adverse pressure gradient flows without separation for

different geometries is questionable. The Reynolds number scalings proposed in this work,

the work of Song (2002) and the work of DeGraaff (1999) are all empirically determined and

other scalings may collapse the stresses in a similar manner, making it difficult to determine

the correct empirical scaling. The use of commercially available codes, such as Fluent, do not

provide accurate enough predictions of the turbulent stresses to test the Reynolds number

scalings proposed for the variety of geometries already examined experimentally. Flows

similar to those examined in this facility over the years should be examined using more

state of the art turbulence models, which have been developed to predict the flow based on

moderate and not low Reynolds number experimental data. The ability of these models to

predict the results observed over the range of Reynolds number examined experimentally

should be tested using the now available experimental data in order to examine whether

these empirically derived scalings are useful for the modeling of the turbulence, or whether

these trends in the turbulent stresses with Reynolds number are already predicted by the

turbulence models currently being implemented. Once this is possible, CFD may be useful

for determining the correct scaling for these stresses in a variety of basic flows. The data for

the flow examined in this thesis, as well as the other flows examined in this facility, provide

highly resolved data with which to test and calibrate new models using a range of Reynolds

number data previously not available. The use of this data to develop new models, or to

modify existing models, is an obvious extension of this work.

The examination of the flow field for a massively separated flow is one for which cur-

rent CFD modeling is unable to capture the physics of the flow or accurately predict the

overall flow field, including the mean and turbulent stress profiles. The use of the current

facility to measure this flow over a range of Reynolds number, particularly using PIV to

examine the entire flow field, would produce more high resolution data with which to more

accurately compare the current computational models. This data would also be useful for

the development of new models by providing the necessary data to calibrate the values of

various constants for this massively separated flow.



Appendix A

Vibration Isolator Redesign

The vibration isolator used to maintain the LDA optical rail at a constant height was

redesigned. The vibration isolator system consists of three air feet (Technical Manufacturing

Corp Model 64-301) supporting the corners of the optics mount as shown in Figure 2.7.

These vibration isolators do not hold a steady vertical position so an additional custom

control system is required to maintain each foot at the desired position. The control system

uses four solenoid valves to fill and drain each air foot. The position of each foot is indicated

by an infrared detector and a custom logic circuit controls the valves. During the course of

the present experiments a number of system components failed. The original logic circuit

developed by DeGraaff and Eaton (2000) was repaired. During the course of the vibration

isolator redesign, numerous components in the electronic circuit were replaced. In addition,

the valves used for controlling the air flow into the air feet were replaced and the entire air

supply system was redesigned.

Each air foot is controlled by four solenoid valves (Clippard Minimatics, Model ET-2-

24VDC), coarse and fine fill valves and coarse and fine drain valves. The flow rate through

each valve is controlled by a needle valve (IDEAL, Model 52-1-11). The coarse valves are

used to rapidly fill or drain the air foot if it is far below or above the desired position.

In principle, these could be active at any time, but in practice they only operate during

startup or shutdown. The fine valves are used to supply or discharge very small flowrates

from the air foot for precise positioning. The needle valves for the coarse supply are set for

a flowrate of 5 scfh, while the for the fine they are set for 2.5 scfh. A schematic of the air

supply system is shown in Figure A.1 and a photograph of the box containing the valves

and the control electronics is shown in Figure A.2. This box is mounted inside the tank

near the LDA system. Figure A.1 shows the valves for a single air foot.

The air at the inlet is supplied from a cylinder of breathable air located outside of the

tank. The location of tees and crosses in the diagram corresponds to those found in the

physical box. In this diagram a circle indicates a valve and the letter inside indicates whether

it is a solenoid valve (S) or a needle valve (N). The first letter in any letter combination

indicates whether the set of valves are for coarse (C) or fine adjustment (F), while the
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Figure A.1: Vibration isolator circuit for one channel

Figure A.2: Vibration isolator electronics box

second letter refers to whether the valves are for filling (F) or emptying (E). A final set of

three valves are labeled with a number. These valves are three way valves which are always
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open between the air supply system and the feet while the system is running. When the

system is turned off, these valves close to allow the system to drain most effectively through

their outlet. The numbers indicate which foot they correspond to, but since the three feet

are all treated identically, this is just to show that there are three separate systems.

The infrared detectors (Model H21B1) control the signals sent by the electronics box

to the various valves, in turn controlling the air supply to the feet. These detectors are

mounted near the air feet and send a signal to the electronics box indicating whether the

air feet are underfilled or overfilled. The signal has four possible voltage ranges, two for

underfilled and two for overfilled. The difference between the two voltage signal ranges

for each condition indicates whether the system needs to perform both a coarse and fine

adjustment or only a fine adjustment. A coarse and fine fill is performed if the voltage is

less than 0.28 V and only a fine fill is performed if the voltage is between 0.28 V and 2.36

V. A coarse and fine empty is performed if the voltage is greater that 4.72 V and only a

fine empty is performed if the signal is between 2.64 V and 4.72 V. Technically if the signal

is between 2.36 V and 2.64 V the foot neither fills nor empties but this is only infrequently

observed. Typically the voltage signals take on values of 0.05 V, 5.0 V, 0.3 V or 4.6 V

corresponding to the various states of filling and emptying. These detectors receive their

power from the 5 volt supply inside the vibration isolator.

The electronic control circuit for one foot is shown in Figure A.3. The other feet have

identical circuits. Each foot operates entirely independently from the others, so while one

foot many require only a fine adjustment, the others may require both a coarse and fine

adjustment. The infrared detector signal can be found as an input into the circuit in this

diagram. While the signal from the infrared detector indicates that a coarse alignment is

necessary, the coarse fill or empty valves run continuously. Only when the infrared detector

signal indicates that the system has reached a state where only a fine adjustment is necessary

do the coarse alignment valves stop operating.

The fine alignment for each foot operates at all times, but uses a timing signal to

determine which foot is operating at any given time. The timing signal was designed by

DeGraaff and Eaton (2000) and is shown in Figure A.4, and can also be found as an input

into the circuit in Figure A.3. This was not changed in the redesign and the choice of

ordering of the signals was previously decided. The timing signal comes from a few logic

chips used to produce a signal with four distinct beats, a counter and a clock chip. The clock

chip was attached to a variable potentiometer, which could be adjusted to allow the signals
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Figure A.3: Vibration isolator circuit for one channel

Figure A.4: Enable signal for control of vibration isolator

to change at a rate of approximately 1 Hz. This allowed the timing signal to change at

the same rate, thus changing which foot was able to perform fine adjustment every second.

There are four counts in this signal. Each foot has one count and there is also a rest count

during which time none of the feet do anything.

As compared to the original system, the redesigned vibration isolator fills relatively
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rapidly. At one atmosphere of ambient pressure the system takes approximately 5 minutes

to lift off, while at eight atmospheres it takes approximately 15 minutes.



Appendix B

Flat Plate Boundary Layer Produced in Two

Different Ways

A brief study was performed to examine whether producing the same Reynolds number in

two different ways produced the same mean velocity and turbulent stresses, or whether the

different methods led to different stress profiles.

The same momentum thickness Reynolds number Reθ ≈ 7000, was produced at both

2 atmospheres and 4 atmospheres of ambient pressure. The freestream velocity at 2 at-

mospheres was 20.3 m/s, producing a momentum thickness Reynolds number at the mea-

surement location of Reθ = 7480. For the 4 atmosphere case, the freestream velocity was

11 m/s, producing a Reynolds number of Reθ = 7040. An additional 2 atmospheres case

with a Reynolds number of 6730 is also shown. For all three cases, the mean velocity when

plotted inner normalized is shown in Figure B.1. The mean velocity profiles all collapse

very well on each other for all three cases.

Next the turbulent stresses were examined. The streamwise normal stress is shown in

Figure B.2. Here the stress is normalized using the DeGraaff and Eaton (2001) scaling of

uτUe, using local values. The stress profiles collapse very well for all three of the Reynolds

numbers. The streamwise normal stress profiles show no discernable difference.

The wall normal stress is shown in Figure B.3. Here the stress is normalized using the

scaling of u2
τ . The stress profiles collapse very well for all three of the Reynolds numbers

over the entire boundary layer.

The Reynolds shear stress is shown in Figure B.4. Here the stress is normalized using

the scaling of u2
τ . The stress profiles collapse very well for all three of the Reynolds numbers.

The method of producing a flow with a particular Reynolds number does not appear

to affect the mean and turbulent quantities. In fact the mean and turbulence produced by

these two methods are identical when scaled using inner coordinates.
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Figure B.1: Law of the wall plot for three Reynolds number cases

Figure B.2: Streamwise normal stress profiles in DeGraaff & Eaton coordinates for three Reynolds
number cases
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Figure B.3: Wall normal stress profiles in traditional coordinates for three Reynolds number cases

Figure B.4: Reynolds shear stress profiles in traditional coordinates for three Reynolds number cases



Appendix C

Computational Modeling of Adverse Pressure

Gradient Flow

Computational modeling was performed using the commercial CFD package Fluent with

the goal of using the modeled stress data over the boundary layer to further examine the

Reynolds number scaling of the turbulent stresses. The experimental work was done with the

goal of producing Reynolds number scalings for the turbulent stresses as a way to enhance

computational modeling. The idea of this final part of the project was to examine whether

typical commercially available turbulent stress models already followed the scaling laws

found experimentally. If so, the computations would corroborate the experimental work

and lead to another method for examining the Reynolds stress scalings and determining

parameters from the flow which are important in predicting the changes in the turbulent

stress profiles. As this was a side project to the overall experimental work on this adverse

pressure gradient flow, only the Reynolds stress model available in Fluent was examined.

Since the typical use of a CFD package such as Fluent is to accurately predict the mean

flow and produce results for more complex flows, the turbulent stress model in Fluent was

found to not adequately represent the experiment results, making it difficult to test many

of the proposed scalings, which were of particular interest. The overall ability of Fluent

to match the trends of the flow was very good, although matching various flow parameters

was found to be less acceptable than originally expected.

C.1 Model Specifications

The Reynolds stress transport model was used in Fluent to model the flow, including the

turbulent stresses. Before the Reynolds stress transport model was implemented, the k − ε

model was used to converge the mean velocity and the values of k and ε for the entire flow

field. Then the Reynolds stress transport model was switched on and allowed to converge

as well. The closure modeling techniques employed by Fluent can be found in the Fluent

users manual. The models used in this computation are not the most advanced available,
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they are however general models typical of those available in commercial packages, including

Fluent. Other models may have produced better results for the stresses or mean flow or

skin friction coefficient, however the idea here was to test what a commercially available

package was capable of.

The Reynolds stress model was run using a 2D steady coupled implicit solver with second

order upwind discrimination. The use of this solver, the compressible solver, was found to

give better results for the mean flow field and the turbulent stresses than the incompressible

solver.

The grid used to model this flow was set up to have the same physical dimensions as

the actual wind tunnel flow from the upstream flat plate measurement location to the final

downstream location. The grid was generated in Gambit. In the streamwise direction, cells

were located every millimeter along the length of the flow field. In the wall normal direction,

the grid was double sided with a clustering of points located in the near wall region on both

the top and bottom walls. For this direction, 200 elements were used. The overall grid has

approximately 120,000 quadrilateral cells.

The inlet boundary conditions were set from the experimental data measured on the

flat plate. The values for k, w′w′ and ε were estimated from the experimental values of

the other stresses and the mean velocity profile using standard approximations. Since the

experimental data were measured only for the bottom half of the boundary layer, the profile

was reflected over the centerline of the inlet. The no-slip condition was used as the boundary

condition for the top and bottom wall. The outlet boundary condition was set to the outflow

condition, which sets the gradients to zero at the exit.

C.2 Comparison of Experimental Data and Fluent Results at

Reθ = 3300

The Fluent results were compared with the experimental data along the adverse pressure

gradient ramp for Reθ = 3300. To allow for easier comparison, two locations along the

adverse pressure gradient ramp were selected for these comparisons. The locations chosen

were x′ = 0.25 and 0.75 or one quarter and three quarters of the distance down the ramp.

This allowed for an examination of how the flow compares near the start of the adverse

pressure gradient as well as a good distance down the ramp.
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Figure C.1: Law of the wall at two locations along the ramp at Reθ = 3300 for both experiments
and Fluent

Figure C.2: Mean velocity profiles in outer layer scaling at Reθ = 3300 for both experiments and
Fluent

First the mean velocity profiles were compared at the two locations between the ex-

perimental data and the Fluent results. Figure C.1 shows the traditional logarithmic law
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Figure C.3: Mean velocity profiles in outer layer scaling at Reθ = 3300 for both experiments and
Fluent in the redevelopment region

of the wall coordinates for the two locations. At x′ = 0.25, the profiles from Fluent and

the experiment are very similar, however as the flow travels along the ramp, the profiles at

x′ = 0.75 show that Fluent underpredicts the wake. Fluent does predict an increase in the

wake portion of the mean velocity profile, however the actual values are lower than those

observed experimentally. The mean velocity profile at the same two locations are shown in

outer layer scaling in Figure C.2. Again, the profiles from the experiment and Fluent at

x′ = 0.25 are very similar, but as the flow travels farther down the ramp, the differences

in the profile shapes between the experiments and Fluent are observed to become more

significant. Finally, the ability of Fluent to accurately predict the mean velocity profile

downstream of the ramp in the redevelopment region is examined. These mean velocity

profiles for both the experiments and Fluent at all three locations starting at the end of

the ramp and progressing into the redevelopment region are shown in Figure C.3. The

development of an inflection point in the mean flow profile is observed in the Fluent results

similar to that described in Chapter 3 for the experiments, however the mean velocity pro-

files from the Fluent predictions have a different overall profile shape than those measured

experimentally. The modeled results appear to respond much more quickly to the change

in pressure gradient.



Appendix C. Computational Modeling of Adverse Pressure Gradient Flow 155

Figure C.4: Streamwise normal stress in DeGraaff & Eaton scaling for two locations along the ramp
at Reθ = 3300 for experiments and Fluent (experiment x’ = 0.25 ¡, experiment x’ = 0.75 ◦, Fluent
x’ = 0.25 dashed line, Fluent x’ = 0.75 solid line)

Figure C.5: Wall normal stress in traditional scaling for two locations along ramp for experiments
and Fluent (experiment x’ = 0.25 ¡, experiment x’ = 0.75 ◦, Fluent x’ = 0.25 dashed line, Fluent
x’ = 0.75 solid line)
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Figure C.6: Reynolds shear stress in traditional scaling at two locations along ramp for experiments
and Fluent (experiment x’ = 0.25 ¡, experiment x’ = 0.75 ◦, Fluent x’ = 0.25 dashed line, Fluent
x’ = 0.75 solid line)

The stresses were then examined at the same two locations as the mean velocity profiles.

The streamwise normal stress is shown in Figure C.4 in the DeGraaff and Eaton (2000) scal-

ing. The inner layer peak is observed to be far underpredicted by Fluent for both locations.

This is likely due to modeling of the k equation used to compute the boundary conditions

and how the stresses in the near wall region are calculated based on these values. Overall,

the inner peak in the streamwise normal stress is depressed compared to the experimen-

tally measured value regardless of the initialization of this stress profile, because of the wall

boundary conditions on the value of the kinetic energy. The development of the outer layer

plateau along the adverse pressure gradient ramp is observed, although the Fluent profiles

are not the same as those measured experimentally.

The comparison of the experiment and the Fluent results for the wall normal stress is

shown in Figure C.5. The development of the outer layer peak is observed in the Fluent

results, although the peak values are observed to be slightly lower than those from the

experiments. The inner layer from the Fluent results collapses well with the experimental

results and the outer layer also collapses reasonably for distances beyond the location of

the stress peak. Overall, the wall normal stress is better represented by Fluent than the
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streamwise normal stress, but there are still large differences between the experiments and

the Fluent profiles.

Finally, the Reynolds shear stress comparison is shown in Figure C.6. Unlike for the

normal stresses, the shear stress peak is overpredicted by Fluent compared with the exper-

imental results. The inner layer for the shear stress is significantly different between the

experiments and Fluent results and the differences do not disappear over the entire bound-

ary layer. In addition, the trends observed in the Fluent results for the shear stress are

different than those observed experimentally, with the stress profiles diverging over more

of the profile than in the experimental results. Since the Reynolds shear stress profiles

were difficult to measure experimentally and were not discussed in depth for the Reynolds

number scaling, the results from Fluent for higher Reynolds numbers will not be discussed

in this chapter either.

Based on this comparison, Fluent does a reasonable job at accurately representing the

trends in the turbulent stresses and the mean flow. Unfortunately, the stresses in particular

are not well enough predicted to test the turbulent stress scalings as originally intended.

This is likely due to the choice of model used in this work and better results may be observed

using other more recent models.

C.3 Fluent Trends with Reynolds Number

Next the Reynolds number trends of the Fluent results were examined at the same three

Reynolds numbers examined experimentally to see how the Reynolds number trends were

captured by Fluent.

The wall pressure distribution along the ramp for the three Reynolds numbers is shown

for both the experimental data and the Fluent predictions in Figure C.7. The Reynolds

number effects are not observed to start until approximately half way down the ramp for the

experimental data, however for the Fluent data, the Reynolds number effects start earlier

along the ramp. Overall, the pressure coefficient at the start of the ramp is underestimated,

but the entire pressure distribution is reasonably well predicted using Fluent for all three

Reynolds numbers.

The skin friction coefficient distribution for all three Reynolds numbers is shown in

Figure C.8 with both the experimental and Fluent data. The trends in the skin friction

coefficient along the ramp are similar between the experiments and the Fluent results;
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Figure C.7: Wall static pressure distribution on bottom wall at three Reynolds numbers for experi-
ments and Fluent

Figure C.8: Skin friction coefficient distribution at three Reynolds numbers for experiments and
Fluent
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Figure C.9: Law of the wall at x’ = 0.5 for all three Reynolds numbers from Fluent

however the actual values in the skin friction coefficient are substantially different, with

Fluent overestimating the skin friction coefficient along the entire length of the ramp. In

addition, at the start and end of the ramp, the changes in the skin friction coefficient

observed in the Fluent results are very different than those measured experimentally. This

again is due to the choice of model and may be improved with the use of a more advanced

model or a model designed to work particularly for adverse pressure gradient flows.

No experimental results are shown here to make the Reynolds number trends easier to

identify. These results are all shown at x′ = 0.5 or half way down the adverse pressure

gradient ramp. At each Reynolds number, similar results to those shown previously for

Reθ,ref = 3300 were observed between the experimental results and those computed using

Fluent.

The mean velocity profile is shown in Figure C.9 for the three Reynolds numbers. As

seen in the previous section, the amount that the wake grows is underpredicted using Fluent,

but the overall trend in the growth of the wake as the flow travels along the adverse pressure

gradient ramp is observed. For the range of Reynolds numbers examined, the mean velocity

profile change with Reynolds number is similar to the changes observed in the experimental

results.

The Reynolds number changes for the stresses were also examined. Again, similar results
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Figure C.10: Streamwise normal stress for inner layer in DeGraaff & Eaton at x’ = 0.5 for all three
Reynolds numbers from Fluent (Reθ = 3300 solid line, Reθ = 14, 100 dashed line, Reθ = 20, 600
dash dot line)

were observed when comparing the experimental results with those from Fluent as discussed

before. The streamwise normal stress in the DeGraaff and Eaton (2000) scaling is shown in

inner coordinates in Figure C.10 and in outer coordinates in Figure C.11. The inner peak

has already been shown to not match well with the experimental data and therefore the

collapse of the inner layer observed can not be used to validate any scaling. However, the

outer layer peak value is observed to increase and shift out in the boundary layer with the

scaling used. This is similar to the trends observed in the experimental data except that

the values of the scaled stress are lower than those from the experimental data. The outer

layer scaling shows that this outer peak for the Fluent data is located farther from the wall

than for the experimental data as well. The wall normal stress is shown in the traditional

scaling in both inner, Figure C.12, and outer, Figure C.13, coordinates. The inner layer

collapse seen in the Fluent data is also observed in the experimental data. The shift in the

peak with Reynolds number as observed in the inner coordinates is similar to that observed

in the experimental data as well. The outer layer plot of the wall normal stress shows that

the peak value remains approximately the same normalized value for the three cases and

is located in a similar location for the three cases as well, which is similar to the results
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Figure C.11: Streamwise normal stress in DeGraaff & Eaton outer layer scaling for all three Reynolds
numbers at x’ = 0.5 from Fluent (Reθ = 3300 solid line, Reθ = 14, 100 dashed line, Reθ = 20, 600
dash dot line)

found experimentally. However, the changing shape of the outer layer of the profile is not

observed in the experimental results.

C.4 Reynolds Number Scaling for Outer Layer for Fluent

Data

The Reynolds number normal stress scalings determined in Chapter 4 to hold for the

adverse pressure gradient ramp data, particularly in the outer layer, were tested with the

Fluent data to determine if even with the differences in results between the experiments

and Fluent, the resulting profiles still follow the same scaling laws as determined from the

experiments.

For the streamwise normal stress, Figure C.14 shows the fixed outer scaling, u2
τ,ref ,

with the stress plotted in outer layer coordinates. Both experimental and Fluent data are

shown for Reθ = 3300 at three locations along the ramp. The collapse of the Fluent data

for the outer layer is very reasonable, although the collapse between the experimental and
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Figure C.12: Wall normal stress at x’ = 0.5 for three Reynolds numbers in traditional scaling from
Fluent (Reθ = 3300 solid line, Reθ = 14, 100 dashed line, Reθ = 20, 600 dash dot line)

Figure C.13: Wall normal stress in traditional scaling for outer layer at x’ = 0.5 for three Reynolds
numbers from Fluent (Reθ = 3300 solid line, Reθ = 14, 100 dashed line, Reθ = 20, 600 dash dot line)
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Figure C.14: Streamwise normal stress in a fixed outer layer scaling at Reθ = 3300 for experiments
and Fluent along the ramp

Figure C.15: Streamwise normal stress in new outer layer scaling along ramp for three Reynolds
numbers using Fluent
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Figure C.16: Wall normal stress for inner layer in new scaling at three locations along the ramp for
three Reynolds numbers (profiles as defined in C.15 and C.17)

Fluent data is not perfect, as expected based on the previous discussion. As discussed in

Chapter 4, this scaling was used as the starting point to collapse the Reynolds number range

for the streamwise normal stress between the flat plate and the adverse pressure gradient

ramp. The outer layer scaling determined in Chapter 4 is shown in Figure C.15 for all three

Reynolds numbers at three locations along the ramp, no experimental data is shown in this

figure. The collapse of the Fluent data in this scaling is not as good as the collapse observed

for the experimental data. The data appear to collapse reasonably well for each Reynolds

number in this scaling, but profiles for each Reynolds number do not collapse on each other

in this scaling for the Fluent data. The profiles also appear to become less well collapsed

in this scaling with increasing Reynolds number.

The wall normal stress is shown in Figure C.16 using the scaling u2
τ,ref , which was shown

to collapse the wall normal stress over the adverse pressure gradient ramp and Reynolds

number range examined in Chapter 4 for the inner layer. The inner layer scaling is shown

here since the wall normal stress profiles from Fluent were similar to those measured ex-

perimentally. The collapse seen in the inner layer for the Fluent data appears to collapse

the wall normal stress at a particular location along the ramp at all Reynolds numbers,

as with the streamwise normal stress. The inner layer does not collapse in this scaling for
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Figure C.17: Wall normal stress for outer layer in new scaling at three locations along ramp for three
Reynolds numbers

all locations and Reynolds numbers. The ability of this scaling to collapse the outer layer

can be examined in Figure C.17. The collapse of the peak value is not as reasonable as

that observed in the experimental data. This is due to the increase in the peak value with

Reynolds number observed in the Fluent data and not in the experiments. The overall col-

lapse using this scaling is not as good as for the experimental results and again the collapse

appears to be reasonable at a given Reynolds number but not acceptable for collapsing the

range of Reynolds number data available onto a particular profile.

Overall, the scalings observed to collapse the experimental data do not appear to collapse

the Fluent data the same way. This is not surprising since the Fluent stress profiles do not

match the experimental stress profiles. Additionally, while the Fluent stress profiles have

similar trends the changes in the locations and values of the stress peaks occur at different

rates than in the experiments. Since commercial CFD packages typically are used to predict

the mean flow, the collapse of the turbulent stresses observed is quite reasonable. However,

it is evident that this code can not be used to test the scaling over a larger Reynolds number

range or to test the accuracy of these empirical scalings.
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C.5 Conclusions

The use of commercial packages such as Fluent to test the scaling of the turbulent

stresses is not currently possible due to the modeling used for the stresses in these packages.

Overall Fluent is capable of accurately predicting the wall pressure distribution and showing

trends in both the mean velocity and turbulent stress profiles. Again, the model used for

the turbulence was that available in Fluent and other models which are more modern or

tuned specifically for adverse pressure gradient flows may have produced better results for

the various parameters examined. The stress profiles were tested using newly determined

scalings, while the scalings worked reasonably well for a particular Reynolds number along

the entire length, they were not capable of collapsing the Reynolds number range examined

as originally intended. In addition, the inability of Fluent to accurately predict the turbulent

stress profiles makes the testing of these scalings suspect and any collapse or lack of collapse

is not entirely indicative of an acceptable or unacceptable scaling. Since the goal of this

modeling was to test the scalings determined for the adverse pressure gradient ramp and

for the flat plate boundary layer, the modeling was not successful. However, the profiles

shown demonstrate that the use of Fluent as an experimental tool for testing turbulent

stress scalings will require the use of more accurate models, particularly in the near wall

region.



Appendix D

LDA Data Archive

The adverse pressure gradient LDA data presented here are corrected for the LDA-biases

described in Chapter 2 for all cases, Reθ = 3300, 14,100 and 20,600. In addition, the

data along the ramp are rotated by the 4◦ angle of the ramp. The data given here are all

dimensional.

167
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(a) x′ = -0.33.

(b) x′ = 0.00.

Table D.1 Data for Reθ = 3300
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(c) x′ = 0.25.

(d) x′ = 0.33.

Table D.1 Data for Reθ = 3300
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(e) x′ = 0.50.

(f) x′ = 0.67.

Table D.1 Data for Reθ = 3300
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(g) x′ = 0.75.

(h) x′ = 1.00.

Table D.1 Data for Reθ = 3300
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(i) x′ = 1.33.

(j) x′ = 1.67.

Table D.1: Data for Reθ = 3300
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(a) x′ = -0.33.

(b) x′ = 0.00.

Table D.2 Data for Reθ = 14, 100



Appendix D. LDA Data Archive 174

(c) x′ = 0.25.

(d) x′ = 0.33.

Table D.2 Data for Reθ = 14, 100
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(e) x′ = 0.50.

(f) x′ = 0.67.

Table D.2 Data for Reθ = 14, 100
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(g) x′ = 0.75.

(h) x′ = 1.00.

Table D.2 Data for Reθ = 14, 100
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(i) x′ = 1.33.

(j) x′ = 1.67.

Table D.2: Data for Reθ = 14, 100
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(a) x′ = -0.33.

(b) x′ = 0.25.

Table D.3 Data for Reθ = 20, 600
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(c) x′ = 0.50.

(d) x′ = 0.75.

Table D.3: Data for Reθ = 20, 600
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