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We present a complementary experimental and theoretical investigation of relaxation dynamics in the
charge-density-wave (CDW) system TbTe3 after ultrafast optical excitation. Using time- and angle-
resolved photoemission spectroscopy, we observe an unusual transient modulation of the relaxation rates of
excited photocarriers. A detailed analysis of the electron self-energy based on a nonequilibrium Green’s
function formalism reveals that the phase space of electron-electron scattering is critically modulated by the
photoinduced collective CDWexcitation, providing an intuitive microscopic understanding of the observed
dynamics and revealing the impact of the electronic band structure on the self-energy.
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A defining feature of metals is that they feature elec-
tronic states around the Fermi level EF, allowing for low-
energy excitations and thus enabling efficient electronic
transport. A central quantity that encodes such quasiparticle
excitations is the electron self-energy ΣðE; kÞ, which
describes all interactions with the electronic quasiparticle
at energy E and momentum k. In simple metals, the self-
energy is dominated by electron-electron (e-e) scattering
and is well-described by Fermi-liquid theory [1]. However,
in more complex materials, an interplay between e-e,
electron-phonon (e-ph), electron-impurity scattering, and
the electronic band structure, governing the available phase
space for particular quasiparticle excitations, has to be
considered [2]. Thus, for most materials, a quantitative
theoretical treatment proves challenging [3,4], and a
detailed understanding of the self-energy—essential for
disentangling the intricate interactions in complex solids—
is still missing.
A key technique to investigate quasiparticle interactions

in solids directly on their intrinsic timescales is time- and
angle-resolved photoemission spectroscopy (trARPES) [5],
in which a femtosecond (fs) optical pump pulse generates

an excited-carrier population. Probing the transient quasi-
particle band structure by a time-delayed UV/XUV pulse
during the subsequent recovery elucidates charge- and
energy redistribution processes and allows disentangling
competing contributions to the self-energy [6–13].
Additionally, optical excitation allows for transient manipu-
lation of specific material properties with high selectivity
by tailoring the excitation wavelength, polarization, pulse
energy, and length. Prominent examples of this rapidly
growing research field include photostabilization of super-
conductivity [14–16], dynamical modification of the band
structure due to the formation of photon-dressed states
[17,18], and stabilization of nonequilibrium metastable
states [19–21]. However, the microscopic processes under-
lying such transitions and the properties of light-induced
states often lack a clear understanding. Intriguingly, time-
domain studies offer a natural route to access the transient
quasiparticle interactions during the optical control of
condensed matter properties, providing an understanding
on the microscopic level of the self-energy. As most
(photoinduced) phase transitions in complex solids involve
an insulator-to-metal transition, it is of special interest how
a modification of the low-energy electronic states impacts
the electron self-energy and which particular scattering
channels are affected.
An ideal testbed to apply this approach of studying

quasiparticle interactions upon optical control are charge
density waves (CDWs). This ubiquitous symmetry-broken
ground state is characterized by a periodic charge- and

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Open access publication funded by the Max Planck
Society.

PHYSICAL REVIEW LETTERS 128, 026406 (2022)

0031-9007=22=128(2)=026406(7) 026406-1 Published by the American Physical Society

https://orcid.org/0000-0003-4123-4455
https://orcid.org/0000-0001-7322-6367
https://orcid.org/0000-0001-6371-5837
https://orcid.org/0000-0002-2885-4433
https://orcid.org/0000-0002-1278-7862
https://orcid.org/0000-0001-6665-3520
https://orcid.org/0000-0002-7946-0282
https://orcid.org/0000-0002-0725-6696
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.128.026406&domain=pdf&date_stamp=2022-01-14
https://doi.org/10.1103/PhysRevLett.128.026406
https://doi.org/10.1103/PhysRevLett.128.026406
https://doi.org/10.1103/PhysRevLett.128.026406
https://doi.org/10.1103/PhysRevLett.128.026406
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


lattice superstructure that opens up an electronic energy gap
at EF. Photoexcitation allows manipulating the system’s
underlying potential energy surface (PES), which triggers a
transient melting of the CDW, i.e., a photoinduced insu-
lator-to-metal transition [22], and thus allows studying the
impact of the low-energy band structure on the self-energy.
Here, we use trARPES to investigate the electron

dynamics of a prototypical CDW compound of the rare-
earth tritelluride family, TbTe3, after ultrafast near-infrared
excitation, as illustrated in Fig. 1(a). In this material class,
strong photoexcitation transforms the ground-state double-
well PES to a single-well shape, sketched in Fig. 1(b). This
initiates a melting of the CDW, as the system relaxes
towards the new minimum corresponding to the metallic
phase. However, for sufficiently strong excitation, the
system overshoots across the minimum to the other side
of the potential, leading to a reemergence of the CDW,
followed by several damped oscillation cycles between
metallic and CDW order [23–25], evident from a transient
modulation of the CDW energy gap [26]. Besides the
collective CDW excitation, we track the photocarrier
population of high-energy states and discover a concurrent
oscillation of scattering rates at the frequency of the CDW
modulation. We find that relaxation of hot photocarriers

accelerates when the system is in the metallic phase and
slows down when the CDW gap reopens. To understand the
underlying microscopic scattering processes, we employ a
time-dependent nonequilibrium Green’s function formal-
ism (td-NEGF) [27–29], which reveals that the CDW gap
opening critically reduces the phase space of e-e scattering.
Additional simulations taking into account e-ph coupling
demonstrate that phonon scattering remains unaffected by
the CDW gap modulation in the examined energy range.
We perform trARPES measurements on single crystals

of TbTe3 as described earlier [26]. The setup includes a
tabletop fs XUV source (hνprobe ¼ 21.7 eV) with a syn-
chronized optical pump laser (hνpump ¼ 1.55 eV), using a
hemispherical analyzer for photoelectron detection [30].
The ultimate time and energy resolutions are ∼35 fs and
∼150 meV, respectively. All measurements were carried
out in p < 1 × 10−10 mbar and at T ¼ 100 K, well below
the transition temperature Tc ¼ 336 K of the unidirectional
CDW phase of TbTe3 [31]. Note that in rare-earth tritel-
lurides strongly wave-vector dependent e-ph coupling [32],
in conjunction with a moderately well-nested Fermi surface
(FS) [33], leads to a unidirectional CDW in which some
parts of the FS become gapped while others remain metallic
[34], see Fig. 1(a).
We investigate the electron dynamics after photoexcita-

tion in the energy-momentum cut shown in Fig. 2(a).
This allows us to simultaneously track the CDW energy
gap ΔCDWðΔtÞ at EF (red arrow), the replica bands (yellow
arrow), and the population lifetimes of several distinct
high-energy states that are transiently populated upon
photoexcitation (regions of interest (ROIs) 1 and 2). As
Figs. 2(b)–2(c) show, within 140 fs after optical excitation,
the system undergoes a transition from the CDW to the
metallic phase and the CDW gap closes. Concomitantly, the
replica bands vanish, as their spectral weight is transferred
back to the main bands. However, due to substantial
perturbation of the PES, the system subsequently over-
shoots beyond the metallic phase, followed by several
weakly damped oscillations between metallic and CDW
order [schematic Fig. 1(b)], evinced by a transient modu-
lation of the energy gap and replica band intensity [26].
To quantify the CDW dynamics, we estimate the

transient energy gap ΔCDW from the energy distribution
curves (EDCs) shown in Fig. 2(c), using a leading-trailing
edges approach, as discussed in the Supplemental Material
[35]. The extracted transient ΔCDW shown in Fig. 2(d)
features damped oscillations at a frequency far beyond the
intrinsic CDW amplitude mode—a signature of the over-
shoot regime [26]. Concomitantly, we track the transient
photoemission intensities I at ∼1.2 eV [ROI 1 in Fig. 2(a)]
and ∼0.8 eV above EF (ROI 2), see Figs. 2(e)–2(f).
Intriguingly, the dynamics of these excited-state popula-
tions display a clear correlation with the CDW dynamics, as
they feature an exponential decay, on which weak oscil-
lations are imprinted at the frequency of the collective
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FIG. 1. Experimental scheme. (a) Top: Symmetrized FS of
TbTe3 (T ¼ 100 K) with tight binding calculations of main
(solid) and 3D-backfolded (dashed) bands. Spectral weight along
the segments connected by the nesting wave vector c� − qCDW is
strongly reduced. The white dashed line marks the momentum cut
discussed in Fig. 2. Bottom: Quasi-2D atomic structure of TbTe3
consisting of TbTe slabs and Te sheets. By convention, the in-
plane crystal directions are along the a and c (kx and kz) axes.
(b) Schematic PES as a function of pump-probe delay after
photoexcitation. The yellow circle indicates the system’s order
parameter, a metric for the degree of symmetry-breaking of the
CDW-to-metal transition, with jΔj ¼ 0 in the metallic and 0 <
jΔj ≤ 1 in the CDW phase. Photoexcitation transforms the
ground-state double-well potential into a high-symmetry state,
launching an oscillation between the metallic and CDW phase.
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CDW modulation. This oscillatory component directly
reflects a modulation of the relaxation rate of the transient
population [48]. In contrast, most previously investigated
materials exhibit constant relaxation rates. We quantify the
experimental relaxation rates employing a single-exponen-
tial decay fit, whereby we use a time-dependent 1=e
lifetime τexpðΔtÞ with a damped sinusoidal contribution
to account for the observed modulations [49], which yields
an excellent description of the experimental data. The
deviation from a bare exponential decay is emphasized
by the extracted lifetimes τexp, see Figs. 2(e)–2(f), as they
feature considerable modulations that coincide with the
CDWgapdynamics:Whenever the systembecomesmetallic
(ΔCDW ∼ 0 eV), τexp reaches its minimum; the high-energy
population relaxes faster. Conversely, when the CDW gap
opens, the relaxation of the high-energy population slows
down, indicated by local maxima of τexp. While it seems
natural to assign the observed modulations to a transfer of
spectral weight between main bands [captured by the ROIs
in Fig. 2(a)] and replica bands (yellow arrow), this would
yield the opposite effect: A reduction of intensity in the
CDW phase due to spectral weight transfer from main to
replica bands, and an intensity increase in the metallic phase
due to spectral weight transfer back to the main bands [50].
Hence, a different explanation needs to be invoked.
To elucidate this dynamical modulation of the relaxation,

a microscopic perspective onto the scattering channels is
required. To this end we employ microscopic simulations

based on the td-NEGF formalism, which allows for explicit
treatment of e-e interaction and scattering effects beyond
mean field. The relevant bands are captured by the tight
binding (TB) model from Ref. [34]. We consider the lesser
Green’s function G<

ðmνÞ;ðm0ν0Þðk; t; t0Þ ¼ ihĉ†km0ν0 ðtÞĉkmνðt0Þi,
where m, m0 corresponds to the px;z orbitals and ν ¼
−1; 0;þ1 to the nesting index with respect to the CDW
wave vector qCDW. Computing the Green’s function pro-
vides a direct link to the trARPES intensity [29,51]:

Iðk;ω;ΔtÞ ∝ Im
X

m

Z
dt

Z
dt0sðtÞsðt0Þ

× eiωðt−t0ÞG<
ðm0Þ;ðm0Þðk; t; t0Þ: ð1Þ

Here, ω is the binding energy and Δt denotes the pump-
probe delay, which enters the shape functions sðtÞ. While
the inequivalence of single-particle and population life-
times prohibits a direct assignment of experimental relax-
ation rates to quasiparticle lifetimes [9–11,52], extracting
the population dynamics from the simulated spectra (1)
treats experiment and theory on equal footing and naturally
includes population effects and quasiparticle decay [53,54].
A subsequent detailed analysis of the self-energy (which
determines the Green’s function) allows connecting the
microscopic quasiparticle picture to the experimentally
observed dynamics.

FIG. 2. Experimental band structure dynamics. (a) Energy-momentum cut along the dashed white line in Fig. 1(a) at Δt ¼ 20 fs and
(b) at Δt ¼ 140 fs for an absorbed fluence of 0.45 mJ=cm2. The yellow arrow indicates a replica band arising from the CDW potential.
(c) EDCs of the momentum region marked by red lines in panel (b), featuring the CDW gap at EF at Δt ¼ 20 fs and subsequent
metallization within Δt ¼ 140 fs. (d) Extracted transient CDW energy gap with 1 standard deviation as uncertainty. Details of the
analysis are presented in the Supplemental Material [35]. (e)–(f) Transient photoemission intensities of the ROIs indicated in panel
(a) with a single-exponential decay fit (solid black line) using a time-dependent oscillatory lifetime τexp (right axis). The data point near
Δt ¼ 0 fs is excluded from the fit, as the electrons have not yet reached a thermal distribution, see Supplemental Material [35] for
details. The dashed lines serve as guides to the eye.
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The model parameter controlling the CDW state
is the CDW potential VCDW (which corresponds to
ΔCDW ≈ 2VCDW). Varying VCDW leads to only minimal
changes of the band structure outside of the gapped regions
[50]. Hence, the observed slowdown of the relaxation
dynamics must be caused by (dynamical) interaction
effects. To test this hypothesis, we include e-e scattering
by considering a Hubbard model with weak interaction U,
which is supported by the sharpness of the bands and
the rather long lifetimes observed in the experiment [55].
We treat the e-e self-energy on the level of the second-
Born approximation and employ the generalized Kadanoff-
Baym ansatz (GKBA) [56]. Details are presented in the
Supplemental Material [35].
With these ingredients, we obtain a microscopic descrip-

tion that captures the main features observed in the
experiment. However, in contrast to the experiments, we
keep the transient gap size constant during relaxation by
fixing VCDW to highlight the influence of the CDW on the
relaxation and to disentangle it from other effects. We
simulate the GKBA time evolution upon excitation by a
two-cycle pulse with hνpump ¼ 1.5 eV and calculate the
trARPES signal in the full Brillouin zone (1). A typical
spectrum along the same path as in Fig. 2 is shown
in Fig. 3(a).
Similar to the experimental spectra we have integrated

the intensity in the indicated ROI [57]. The transient

photoemission intensity as function of Δt is presented in
Fig. 3(b) for different values of VCDW ¼ 0;…; 0.2 eV
(equidistant steps). For small Δt the intensity is only
weakly affected by the CDW, while the long-time relax-
ation exhibits a pronounced dependence on VCDW. In
particular, the decay of intensity in the ROI is significantly
faster in the metallic state (VCDW ¼ 0 eV). The data fit well
to an exponential decay for Δt > 50 fs. Extracting the
respective lifetime τsim confirms a monotonic dependence
of τsim on VCDW, see Fig. 3(c). For a quantitative com-
parison to the experimentally observed dynamical modu-
lation of the lifetime, Fig. 3(c) also shows the experimental
transient lifetime τexp of the same ROI as a function of the
extracted energy gap ΔCDW, which follows a similar
monotonic trend. Remarkably, although the absolute simu-
lated values are significantly shorter due to technical
constraints [58], the relative change of the experimental
and simulated lifetimes with ΔCDW is in solid agreement.
The dependence of the lifetime τsim on VCDW explains

the superimposed oscillatory component of the relaxation
observed in the experiment. Thermalization processes due
to e-e scattering in the considered ROI are enhanced in the
metallic phase, whereas the presence of the CDW gap
renders scattering processes less efficient. To gain intuition
on this behavior, we have analyzed the self-energy Σe−e

entering the simulations in detail. In essence, the second-
Born approximation captures the relaxation of an excited
electron into an unoccupied lower state upon particle-hole
(p-h) excitation from a lower energy to an unoccupied
higher state while obeying momentum and energy con-
servation. A gap near EF suppresses the latter particle-hole
transitions, hence reducing the scattering channels of
highly excited electrons [Fig. 4(a)]. Note that the CDW
gap at EF is only present at momentum points connected by
qCDW; p-h excitations at EF are still possible in other parts
of the Brillouin zone. The relaxation in the upper band is
thus not completely suppressed but reduced. In contrast, all
p-h channels are available in the metallic phase, which
increases the phase space for e-e scattering and thus
enhances the relaxation rate [Fig. 4(b)].
This phase-space picture directly enters the Feynman

diagrams for Σe−e [Fig. 4(c)]. For an excited electron to lose
the energy ℏω and change its momentum by q, a corre-
sponding p-h excitation obeying energy and momentum
conservation is required. The phase-space availability of
p-h processes with energy (momentum) transfer ω (q) is
captured by the p-h susceptibility Pðq;ωÞ, also termed
polarization in the context of many-body methods [59],
illustrated in Fig. 4(c). Since small momentum transfer
dominates the relaxation dynamics, we focus on the
polarization P̄ðωÞ averaged over small momenta q. The
scattering phase space of the charges is directly reflected
by the retarded component P̄RðωÞ, presented in Fig. 4(d).
Comparing the metallic and the CDW phase, the CDW
gap opening reduces the available phase space for p-h
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FIG. 3. td-NEGF simulations. (a) Simulated trARPES spectrum
in the CDW state (VCDW ¼ 0.2 eV) after arrival of the pump
pulse along the same momentum direction as in the experiment.
(b) Intensity integrated over the ROI indicated in (a) as function
ofΔt for varying values of the CDW potential VCDW. (c) Rescaled
simulated lifetimes τsim versus VCDW extracted from (b) using
exponential decay fits. For direct comparison to the experiment,
the transient lifetimes τexpðΔtÞ from Fig. 2(e) as function of the
extracted ΔCDWðΔtÞ from Fig. 2(d) are superimposed. The error
bars correspond to 1 standard deviation of the respective fits of
τexp and ΔCDW.
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excitations at lower energy transfer ω. Hence, correspond-
ing relaxation processes with energy transfer ω are increas-
ingly reduced with VCDW. Consistent with experimental
observations, we thus demonstrate how the photoinduced
modulation of the CDW gap affects the relaxation dynam-
ics of high-energy photocarriers.
We have also inspected e-ph scattering as a possible

explanation for the observed modulation of the relaxation
dynamics, calculating the e-ph self-energy Σe−ph up to
second order in e-ph coupling strength assuming a Holstein
model. However, there is no noticeable effect of VCDW on
Σe−ph in the relevant high-energy ROI [35]. The intuitive
explanation is that only e-ph scattering processes close to
the CDW gap are affected. Thus, an energy gap opening
near EF does not influence e-ph scattering of high-energy
electrons. Additional GKBA simulations underpin this
picture [35]. Hence, we identify e-e scattering as the major
relaxation mechanism in the high-energy bands.
In conclusion, we presented a complementary experi-

mental and theoretical study of the electron dynamics
in a photoexcited charge-density-wave system, TbTe3.
We demonstrated how the CDW state affects the electron
self-energy, resulting in a decreased relaxation rate of hot
photocarriers, as the energy gap at EF critically restricts the
phase space of electron-electron scattering. For this, we
employed a combined theoretical approach, simulating
population lifetimes that allow a quantitative comparison
to the experimental photoelectron intensities, and scruti-
nizing single-particle lifetimes to gain insight into the

microscopic details of the interactions, which allows
us to link the experimental observations to fundamental
interactions. While the examined setting of a collective
CDW excitation is rather unique, our conclusions are
independent of the details of the CDW mechanism and
can be directly transferred to a broad range of materials that
feature an insulator-to-metal transition. Furthermore, the
array of properties that can be controlled by light is
expanding rapidly. Ultrashort optical pulses allow modi-
fying the shape of the Fermi surface [60,61], triggering
collective modes that are imprinted on the electronic band
structure [62,63], and coherently modulating e-ph coupling
[64]. Hence, the applied approach of tracking the funda-
mental interactions upon transient optical tuning may
facilitate a deeper understanding of a plethora of materials.
The experimental data that support the findings of this

study are publicly available [65].
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