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A numerical scheme for treating fluid–land boundaries in inviscid shallow water flows is
derived that conserves the domain-summed mass, energy, vorticity, and potential enstro-
phy in domains with arbitrarily shaped boundaries. The boundary scheme is derived from a
previous scheme that conserves all four domain-summed quantities only in periodic
domains without boundaries. It consists of a method for including land in the model along
with evolution equations for the vorticity and extrapolation formulas for the depth at
fluid–land boundaries. Proofs of mass, energy, vorticity, and potential enstrophy conserva-
tion are given. Numerical simulations are carried out demonstrating the conservation
properties and accuracy of the boundary scheme for inviscid flows and comparing its per-
formance with that of four alternative boundary schemes. The first of these alternatives
extrapolates or finite-differences the velocity to obtain the vorticity at boundaries; the sec-
ond enforces the free-slip boundary condition; the third enforces the super-slip condition;
and the fourth enforces the no-slip condition. Comparisons of the conservation properties
demonstrate that the new scheme is the only one of the five that conserves all four
domain-summed quantities, and it is the only one that both prevents a spurious energy
cascade to the smallest resolved scales and maintains the correct flow orientation with
respect to an external forcing. Comparisons of the accuracy demonstrate that the new
scheme generates vorticity fields that have smaller errors than those generated by any
of the alternative schemes, and it generates depth and velocity fields that have errors about
equal to those in the fields generated by the most accurate alternative scheme.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

The use of energy, enstrophy, and/or potential enstrophy conserving numerical schemes for the solution of the governing
equations of fluid flow has long been recognized as an effective means of eliminating nonlinear instabilities, controlling the
accumulation of truncation errors in the smallest resolved scales, and reducing biases in the flow statistics in long-term sim-
ulations. Arakawa [1] first demonstrated that the use of an energy and enstrophy conserving scheme for the barotropic vor-
ticity equation for 2D nondivergent flows eliminates nonlinear instabilities that are often present when non-conserving
schemes are used. In doing so, he derived both a spatially second-order and a fourth-order accurate energy and enstrophy
conserving scheme. Sadourny [2] compared an energy conserving scheme for the shallow water equations (henceforth
SWEs) with a potential enstrophy conserving scheme and demonstrated that the latter simulated the energy cascade much
more accurately than the former. Arakawa and Lamb [3] extended the second-order scheme of Arakawa [1] to the SWEs and
to the 3D hydrostatic equations of the atmosphere. In a later study [4], they developed a scheme for the SWEs that conserves
. All rights reserved.
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both energy and potential enstrophy and demonstrated its advantages over a scheme that conserves energy for the SWEs but
conserves enstrophy only for 2D nondivergent flows. (Note that when the fluid depth is held constant, the SWEs reduce to
the equations for 2D nondivergent flow, and the potential enstrophy reduces to the enstrophy divided by the constant fluid
depth.) To improve on the second-order accuracy of the energy and potential enstrophy conserving scheme of Arakawa and
Lamb [4] (henceforth the AL81 scheme), Takano and Wurtele [5] developed a pseudo-fourth-order extension. (A pseudo-
fourth-order scheme is one which, in the special case of 2D nondivergent flow, is fourth-order accurate in space; see, e.g.
[6].) Abramopoulos [6] used operator formalism to derive second-order and pseudo-fourth-order energy and potential ens-
trophy conserving schemes for the SWEs on A-, B-, and C-grids. (For a description of the A- through E-grids, see, for instance,
[3].) Later, Abramopoulos [7] derived a pseudo-fourth-order energy and enstrophy (but not potential enstrophy) conserving
scheme for the SWEs that is a generalization of Arakawa’s [1] fourth-order scheme for 2D nondivergent flows. Tripoli [8]
demonstrated the superiority of an enstrophy conserving scheme applied to nonhydrostatic atmospheric flows relative to
higher order non-conserving schemes.

The schemes cited above (except some of the ones in [6]) are all implemented on the fully staggered Arakawa C-grid.
Other researchers have focused on the E-grid. Janjić [9] derived a second-order energy and enstrophy conserving scheme
for 2D nondivergent flows on the semi-staggered E-grid. Mesinger [10] generalized the scheme of Janjić [9] to conserve en-
ergy for divergent flows (i.e. the SWEs) with the equations expressed in rotational or vector-invariant form (as in this paper).
He also derived an approximately fourth-order counterpart of this generalized scheme, again on the E-grid. Janjić [11]
showed that conservation of energy and enstrophy as defined on the E-grid does not guarantee the prevention of a false en-
ergy cascade to small scales. To overcome this problem, he derived an E-grid scheme for 2D nondivergent flows that con-
serves energy and enstrophy as defined on the C-grid and then generalized it to the SWEs. Rančić [12] generalized the
scheme of Janjić [11] to pseudo-fourth-order.

Energy, enstrophy, and/or potential enstrophy conserving schemes have also been derived on non-rectangular and irreg-
ular grids. Sadourny et al. [13] derived a finite-difference scheme for the barotropic vorticity equation for 2D nondivergent
flows on an icosahedral–hexagonal grid covering the sphere. Salmon and Talley [14] generalized Arakawa’s energy and ens-
trophy conserving discretization of the Jacobian [1] to include not only finite-difference methods but also spectral and finite-
element methods (with the latter allowing for irregular grids such as triangles). More recently, Perot [15] derived discretiza-
tions of both the flux and rotational forms of the incompressible Navier–Stokes equations on unstructured grids. The discret-
ization of the flux form conserves mass, momentum, and kinetic energy and the one of the rotational form conserves mass,
kinetic energy, and vorticity (but neither conserves enstrophy or potential enstrophy). Morton and Roe [16] derived a mass,
momentum, and vorticity (but not energy, enstrophy, or potential enstrophy) conserving scheme for the linearized equations
of motion on unstructured grids. However, since they only consider the linearized equations, their scheme does not specify
how to treat the nonlinear terms. Ringler and Randall [17,18] developed an energy and potential enstrophy conserving
scheme on hexagonal geodesic grids, both for the momentum formulation and the vorticity-divergence formulation of the
SWEs. In part to avoid the computational modes encountered by Ringler and Randall [17,18], Bonaventura and Ringler [19]
developed energy or potential enstrophy conserving schemes on Delaunay triangles using C-grid staggering (i.e. mass points
located at triangle centers and velocities located on faces). Salmon [20–22] has employed a novel approach to derive mass,
energy, vorticity, and potential enstrophy conserving schemes for the SWEs. In [20], he casts the equations in terms of Poisson
brackets to derive a general algorithm that can be used to generate a variety of conserving schemes, including those of Arak-
awa and Lamb [4] and Takano and Wurtele [5]. In [21,22], he recasts the SWEs (in addition to other dynamical systems in [21])
in terms of Nambu brackets. He then shows that any numerical scheme for the SWEs (e.g. finite-difference, finite-element, and
spectral) that maintains the antisymmetry property of the Nambu bracket will conserve energy and potential enstrophy. (The
specific finite-difference schemes derived in [22] also conserve mass and circulation, the latter being the domain integral of
the vorticity.) One potential drawback of the schemes in [22] is their need to solve elliptic equations at each time step.

An important aspect of these quadratically conservative schemes that has apparently not been studied in much detail is
their application to domains with arbitrarily shaped boundaries, e.g. domains with embedded islands. (Domains that encom-
pass islands are often referred to as multiply connected domains.) Such domains are unavoidable in both 2D and 3D ocean
models and in 3D atmospheric models using vertical coordinates that intersect the topography (e.g. the altitude coordinate).
In our literature review, we have found only a few instances in which quadratically conservative schemes have been mod-
ified (from their usual forms within the flow) to account for the presence of lateral boundaries in such a way that maintains,
or at least attempts to maintain, all of the conservation properties. Arakawa [1] presented a modification of his energy and
enstrophy conserving scheme for 2D nondivergent flow to account for flat walls (but not corners). Salmon and Talley [14]
extended the work of Arakawa [1] to include concave and convex corners and boundaries situated at arbitrary angles. In or-
der to adapt the E-grid energy and enstrophy conserving scheme of Janjić [11] to a 3D hydrostatic atmospheric model that
uses the step-mountain g vertical coordinate – a coordinate that intersects the topography – Mesinger et al. [23] presented a
scheme to take into account lateral boundaries. In this boundary scheme, the no-slip (along with the no-flux) condition is
enforced. Note, however, that the no-slip boundary condition is not consistent with the equations for inviscid 2D nondiver-
gent flow; it is an over specification. Mesinger et al. [23] do not show results for purely 2D nondivergent inviscid flow in
domains with arbitrary boundaries; they only show results from their full 3D model, which includes a boundary layer
parameterization. Thus, it is difficult to evaluate the performance of their boundary scheme. Adcroft et al. [24] have used
shaved cells to improve the representation of the bathmetry in a 3D incompressible ocean model. The finite-volume ap-
proach they use conserves mass, momentum, and energy but not vorticity, enstrophy, or potential enstrophy. Finally, Salmon
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[22] states that his mass, energy, vorticity, and potential enstrophy conserving scheme for the SWEs can easily account for
lateral boundaries by dropping ‘‘the terms arising from grid boxes that lie outside boundaries”. However, as in [23], no re-
sults are shown from numerical simulations in domains with arbitrary boundaries.

With very few exceptions, shallow water models that simulate flows in domains with lateral fluid–land boundaries use
either harmonic or biharmonic dissipation (e.g. [25–32]). In some instances, this dissipation is physically justified, and in
others, it is necessary for numerical stability and/or to remove grid-scale numerical noise. We have found only four studies
in which the purely inviscid SWEs are solved in domains with lateral boundaries. These consist of the original work of Arak-
awa and Lamb [4] that introduced the AL81 scheme and more recent works by Evans et al. [33], Hart and Evans [34], and
Mundt et al. [35]. None of these studies simulates flows in domains with arbitrary boundaries as we do here. All four use
the AL81 scheme to simulate zonal channel flow, i.e. flow with periodic boundary conditions in the zonal and rigid wall
(i.e. no-flux) boundaries in the meridional. As described in Section 6, the AL81 scheme requires specification of the potential
vorticity at the channel walls. For this purpose, Arakawa and Lamb [4] use the free-slip condition (in which the relative vor-
ticity on the boundary is set to zero) to specify the potential vorticity at the channel walls, although they do not specify how
they calculate the height at the walls (this being necessary in order to calculate the potential vorticity in the presence of the
Coriolis effect). The other three studies [33–35] seem to have used this same free-slip condition. We will show in Section 8.1
that the free-slip condition does not conserve domain-summed vorticity and thus is not the optimal method of treating the
boundaries, although it is better than some other methods.

In this paper, we derive and implement a fluid–land boundary scheme that generalizes the mass, energy, vorticity, and
potential enstrophy conserving AL81 scheme for the inviscid SWEs to domains with arbitrarily shaped boundaries. Our moti-
vation for deriving such a scheme is to be able to construct a 3D nonhydrostatic global-to-urban scale atmospheric model
that uses the height coordinate z and that discretizes the governing equations using the AL81 scheme. We intend to apply
the new boundary scheme at the intersections of the model levels with the topography. In this way, we hope to eliminate
spurious sources and sinks of energy, vorticity, and potential enstrophy that might otherwise arise at these intersections. The
first step in constructing such a 3D atmospheric model is to derive and test a boundary scheme that works well for the sim-
pler case of the SWEs. This is what we do here.

To maintain mass and energy conservation in the SWEs, we use a stair-step method of including land in the model and
enforce the no-flux condition at boundaries. To maintain vorticity and potential enstrophy conservation, we derive a method
for calculating the potential vorticity q ¼ f=h at fluid–land boundaries (where f is the vorticity and h the fluid depth) that
consists of solving an evolution equation for f and using an extrapolation formula to obtain h. We then perform numerical
simulations demonstrating the conservation properties and accuracy of this boundary scheme in domains with arbitrary
boundaries and compare it with several alternative boundary schemes for the SWEs.

Ideally, we would have liked to derive a piecewise linear or shaved-cell approach similar to the one presented by Adcroft
et al. [24] to approximate boundaries. We attempted this but were unable to derive a scheme on shaved cells that conserves
all four quantities. It seems that the natural method of including boundaries in the AL81 scheme is to locate them along
curves on which the spatial variables (e.g. x and y) are constant. This in turn leads to the stair-step approach we present here
(see Section 4). Fortunately, this is more than adequate for our purposes. For instance, it does not produce any of the numer-
ical noise that Adcroft et al. [24] encounter with their stair-step scheme.

2. Shallow water equations

The SWEs for flow on a flat plane or on the surface of a sphere can be expressed in 2D orthogonal curvilinear coordinates
ðn;gÞ as follows (see [36]):
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(1) is the continuity equation, and (2) and (3) are the rotational or vector-invariant forms of the momentum equations
[10,15]. h is the depth of the fluid layer, and un and ug are the layer-averaged velocity components along curves of constant
g and n, respectively, on the plane or sphere on which the flow evolves. q; K , and U are the potential vorticity, the kinetic
energy per unit mass, and the geopotential, respectively, defined as q ¼ f=h; K ¼ ðu2
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Also, g ¼ 9:81 m s�2 is the gravitational acceleration, and hbotðn;gÞ is the height of the bottom boundary measured from a
reference surface. Finally, m and n are the inverse scale factors in the n and g directions, respectively. They are defined as
follows. For a small change dn in the n coordinate, m is the ratio of dn to the corresponding change in physical distance
dsn along a curve of constant g, i.e. m ¼ dn=dsn. Similarly, n ¼ dg=dsg, where dsg is the change in physical distance along a
curve of constant n corresponding to a change dg in the g coordinate. For example, in Cartesian coordinates
ðn;gÞ ¼ ðx; yÞ; m ¼ n ¼ 1; in cylindrical coordinates ðn;gÞ ¼ ðr; hÞ; m ¼ 1 and n ¼ 1=r; and in spherical coordinates
ðn;gÞ ¼ ðk;/Þ; m ¼ 1=ða cos /Þ and n ¼ 1=a (where k is longitude, / is latitude, and a is the radius of the sphere on which
the flow evolves).

We take (1)–(3) to be valid in a rectangular domain X in the ng plane bounded by n ¼ nmin; n ¼ nmax; g ¼ gmin, and
g ¼ gmax. The boundary conditions on the outer edges of this domain can be periodic, no-flux, or a combination of the
two. X is in general multiply connected, i.e. it can encompass land bodies of arbitrary shape (although these land bodies
are not part of X). The condition that must be enforced at the boundaries of these land bodies is no-flux.

We can use (1)–(3) to derive the following evolution equations for the energy TE (where the ‘‘T” stands for ‘‘total”, since
we are considering the sum of the kinetic and potential energies), vorticity f, potential vorticity q, and potential enstrophy r:
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Here, TE and r are given by
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Since the advective terms in (1), (6), (7) and (9) are in flux form, their integrals over X vanish. This is true for both periodic
and no-flux boundary conditions along the outer edges of X and whether or not land bodies are present. Thus, the SWEs con-
serve the domain integrals of mass, energy, vorticity, and potential enstrophy.

3. Spatial discretization without land

We will use the AL81 scheme to discretize the SWEs away from fluid–land boundaries. This scheme uses the staggered
Arakawa C-grid. The grid spacings Dn and Dg are given by Dn ¼ ðnmax � nminÞ=I and Dg ¼ ðgmax � gminÞ=J, where I and J are the
number of grid points in the n and g directions, respectively. On the C-grid, the depth h is defined at coordinates ðni;gjÞ,
abbreviated ði; jÞ, where ni ¼ nmin þ ði� 1=2ÞDn for i ¼ 1; . . . ; I and gj ¼ gmin þ ðj� 1=2ÞDg for j ¼ 1; . . . ; J. For brevity, in the
discrete equations we replace the velocity components un and ug with u and v, respectively. u is defined at coordinates
ðniþ1=2;gjÞ, abbreviated ðiþ 1=2; jÞ, where niþ1=2 ¼ nmin þ iDn for i ¼ 0; . . . ; I. Similarly, v is defined at coordinates ðni;gjþ1=2Þ,
abbreviated ði; jþ 1=2Þ, where gjþ1=2 ¼ gmin þ jDg for j ¼ 0; . . . ; J. The vorticity f is defined at coordinates ðniþ1=2;gjþ1=2Þ, abbre-
viated ðiþ 1=2; jþ 1=2Þ. We will refer to the locations ði; jÞ where h is defined as h-points, the locations ðiþ 1=2; jÞ where u is
defined as u-points, the locations ði; jþ 1=2Þ where v is defined as v-points, and the locations ðiþ 1=2; jþ 1=2Þ where f is de-
fined as f-points.

First, we consider the continuity equation (1). The AL81 scheme discretizes this equation multiplied by DnDg at h-points
ði; jÞ as follows (see [4] or [36]):
d
dt
ðPi;jÞ ¼ �½ðdnFÞ þ ðdgGÞ�i;j ð11Þ
Here, dnð. . .Þ and dgð. . .Þ are the differencing operators in the n and g directions, respectively [e.g. ðdnFÞi;j ¼ Fiþ1=2;j � Fi�1=2;j]. Pi;j

is the mass (or, equivalently, the volume, since the fluid is assumed to have constant density) in a control volume consisting
of the grid box centered at ði; jÞ. We will refer to this control volume as an h-point control volume (or CV for short). Also,
Fi�1=2;j and Fiþ1=2;j are the mass fluxes in the n direction through the left and right faces of this CV, and Gi;j�1=2 and Gi;jþ1=2

are the mass fluxes in the g direction through the lower and upper faces. P; F, and G are given by
Pi;j ¼ ðAðhÞhÞi;j ð12Þ

Fiþ1=2;j ¼ ð�h
n
uDsgÞiþ1=2;j ð13Þ

Gi;jþ1=2 ¼ ð�h
g
vDsnÞi;jþ1=2 ð14Þ
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In (13) and (14), ð. . .Þn and ð. . .Þg are the averaging operators in the n and g directions, respectively [e.g.
�hn

iþ1=2;j ¼ ðhiþ1;j þ hi;jÞ=2], and Dsn and Dsg are the incremental distances in physical space corresponding to the grid spacings
Dn and Dg in the ng plane, i.e. Dsn ¼ Dn=m and Dsg ¼ Dg=n. Also, AðhÞ is the horizontal area of the h-point CV, given by
AðhÞi;j ¼ ðDsn DsgÞi;j ¼
Dn
mi;j

Dg
ni;j

ð15Þ
Note that m and n are known functions of n and g. Thus, we can evaluate Dsn and Dsg at h-, u-, v-, and f-points as necessary.
We now consider the momentum equations (2) and (3). The AL81 scheme discretizes the n momentum equation (2) mul-

tiplied by Dn at u-points ðiþ 1=2; jÞ and the g momentum equation (3) multiplied by Dg at v-points ði; jþ 1=2Þ as follows (see
[36]):
d
dt
ðuDsnÞiþ1=2;j ¼ G

g
�qngn
þ 1

48
dn½ðdgGÞðdndgqÞ� � 1

12
dn½F

nðdg�qnÞ� � 1
12
ðdnFÞðdg�qnÞ

n
� dnðK þUÞ

� �
iþ1=2;j

ð16Þ

d
dt
ðvDsgÞi;jþ1=2 ¼ �Fn�qng

g
� 1

48
dg½ðdnFÞðdndgqÞ� þ 1

12
dg½G

gðdn�qgÞ� þ 1
12
ðdgGÞðdn�qgÞg � dgðK þUÞ

� �
i;jþ1=2

ð17Þ
In (16) and (17), U and K at h-points and q at f-points are given by
Ui;j ¼ gðhþ hbotÞi;j ð18Þ
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where the vorticity f and the interpolated depth hðqÞ are given at f-points by
fiþ1=2;jþ1=2 ¼ f þ 1
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and the areas AðuÞ; AðvÞ, and AðfÞ are given by
AðuÞiþ1=2;j ¼ ðDsn DsgÞiþ1=2;j ð23Þ
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For periodic boundary conditions along the outer edges of X and without land, the AL81 scheme conserves the domain-
summed mass, energy, vorticity, and potential enstrophy, i.e. (see [36])
d
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However, the AL81 scheme does not specify any method for treating no-flux boundaries, either along the outer edges of X or
along the boundaries of internal land bodies. In the following sections, we present a no-flux boundary scheme that allows for
the presence of land while maintaining the conservation properties (26).
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4. Inclusion of land and mass conservation

We will include land in the model by designating each h-point CV as consisting entirely of either fluid or land. Note that
this is a stair-step approach of approximating fluid–land boundaries. With this approach, we can place land CVs at arbitrary
locations in order to approximate land bodies of any shape (although for coding convenience, we exclude from our model the
two fluid–land configurations shown in Fig. 2; see Appendix C). Fig. 1 gives an example of such an arbitrary distribution of
fluid and land CVs. The white CVs in the figure represent fluid while the shaded ones represent land. In this approach, h-
points will lie either completely within fluid or completely within land; they will not lie on boundaries. On the other hand,
u-, v-, and f-points can lie within fluid, on boundaries, or within land. As in the continuous equations, in the discrete equa-
tions no physical quantities will be defined within land; they will be defined only within fluid or at boundaries. To enforce
the no-flux condition, we set uiþ1=2;j and vi;jþ1=2 at the boundaries to zero (i.e. we do not solve the momentum equations at
boundary u-points and boundary v-points). Note that we can no longer use (13) and (14) for the mass fluxes at boundaries
because these would require undefined values of h from within land. Instead, we will use
Fig. 1.
size Dn
Fiþ1=2;j ¼ ðhbdy;nuDsgÞiþ1=2;j at boundary u-points ð31Þ

Gi;jþ1=2 ¼ ðhbdy;gvDsnÞi;jþ1=2 at boundary v-points ð32Þ
where hbdy;n
iþ1=2;j and hbdy;g

i;jþ1=2 are approximations to the depth at boundaries obtained using values of h from within the flow. Since
we will always set u and v in (31) and (32) to zero to enforce the no-flux condition, we do not need to determine the forms of
hbdy;n and hbdy;g. With u and v set to zero, (31) and (32) reduce to
Fiþ1=2;j ¼ 0 at boundary u-points ð33Þ
Gi;jþ1=2 ¼ 0 at boundary v-points ð34Þ
Combining these with the definitions of the mass fluxes at fluid u- and v-points given by (13) and (14), we get
Fiþ1=2;j ¼
ð�hn

uDsgÞiþ1=2;j at fluid u-points

0 at boundary u-points

(
ð35Þ

Gi;jþ1=2 ¼
ð�hg

vDsnÞi;jþ1=2 at fluid v-points

0 at boundary v-points

(
ð36Þ
Computational grid in the ng plane showing an arbitrary mix of fluid and land control volumes (CVs). Each square represents an h-point CV having
in the n direction and Dg in the g direction. The white CVs are fluid and the shaded CVs are land.
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These are the general definitions of the mass fluxes in the presence of land.
We can obtain an evolution equation for the domain-summed mass by summing the discrete continuity equation (11)

over all fluid h-points. Since F and G given by (35) and (36) satisfy the no-flux condition at fluid–land boundaries and since
(11) is in flux form, the sum of the right-hand side (RHS) of (11) vanishes and we obtain
d
dt
ðMASStotÞ ¼ 0 ð37Þ
where the domain-summed mass MASStot is given by
MASStot ¼
X
fluid

h-points

Pi;j ð38Þ
Eq. (37) shows that MASStot is conserved in the presence of land.

5. Energy conservation

We will now show that with the proper definition of the discrete energy at each fluid h-point, the method for including
land in the flow domain presented in Section 4 conserves the domain-summed energy.

We define the total (i.e. kinetic plus potential) energy TE within any fluid h-point CV as
TEi;j ¼ KEðnÞi;j þ KEðgÞi;j þ PEi;j ð39Þ
where KEðnÞ and KEðgÞ are the portions of the kinetic energy due to fluid motion in the n and g directions, respectively, and PE
is the potential energy. These are given by
KEðnÞi;j ¼
1
2
ðFuDsnÞ

n
i;j; KEðgÞi;j ¼

1
2
ðGvDsgÞ

g
i;j; PEi;j ¼

1
2
½gPðhþ 2hbotÞ�i;j ð40Þ
We can obtain an evolution equation for TE by summing the evolution equations for KEðnÞ; KEðgÞ, and PE. The equation for
KEðnÞ can be obtained by multiplying the discrete momentum equation (16) by the mass flux F and averaging the result in
the n direction. An analogous procedure can be used to obtain the equation for KEðgÞ. The equation for PE can be obtained
by multiplying the discrete continuity equation (11) by U. After extensive algebra, we can show that the evolution equation
for TE is given by
d
dt
ðTEi;jÞ ¼ �½ðdnFTEÞ þ ðdgGTEÞ�i;j ð41Þ
where FTE and GTE are the fluxes of energy in the n and g directions, given by
FTE
iþ1=2;j ¼

FðKn þUnÞ � 1
4

F dnðG
g�qngÞ þ 1

12
ðdgGÞðdndgqÞn

� 	
þ 1

12
F2n
� 1

2
ðdnFÞ2

� 	
ðdg�qnÞ

n
"

�1
8

u2AðuÞdn
dh
dt

� ��
iþ1=2;j

at fluid u-points

0 at boundary u-points

8>>>>>><>>>>>>:
ð42Þ

GTE
i;jþ1=2 ¼

GðKg þU
gÞ þ 1

4
G dgðF

n�qngÞ þ 1
12
ðdnFÞðdndgqÞg

� 	
� 1

12
G2

g
� 1

2
ðdgGÞ2

� 	
ðdn�qgÞ

g"

�1
8

v2AðvÞdg
dh
dt

� ��
i;jþ1=2

at fluid v-points

0 at boundary v-points

8>>>>>><>>>>>>:
ð43Þ
The tendency ðdh=dtÞi;j appearing in these fluxes can be obtained by substituting (12) into the discrete continuity equation
(11). This gives
d
dt
ðhi;jÞ ¼ �

1

AðhÞi;j

½ðdnFÞ þ ðdgGÞ�i;j ð44Þ
Note that we have not independently imposed the no-flux condition on the energy fluxes, i.e. we have not defined FTE and GTE

to be zero at boundary u- and v-points, respectively. Rather, they automatically satisfy the no-flux condition. This is because
the energy fluxes through fluid–land boundaries turn out to be proportional to the velocity components and mass fluxes
through these boundaries (not shown). Since the latter two sets of quantities are zero due to the no-flux condition, the en-
ergy fluxes through fluid–land boundaries will also be zero.

To prove conservation of domain-summed energy, we sum (41) over all fluid h-points. Since (41) is in flux form and since
FTE and GTE at fluid–land boundaries satisfy the no-flux condition, the sum of the RHS of (41) vanishes and we get
d
dt
ðTEtotÞ ¼ 0 ð45Þ
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where the domain-summed energy TEtot is defined as
TEtot ¼
X
fluid

h-points

TEi;j ð46Þ
Eq. (45) shows that TEtot is conserved in the presence of land. Note that this result is independent of the method used to
calculate f; hðqÞ, and q at boundary f-points. In Section 8.1, we will present numerical simulations demonstrating energy con-
servation in the presence of land.
6. Potential vorticity, vorticity, and fluid depth at boundaries

In order to evaluate the right-hand sides of the discrete momentum equations (16) and (17) at fluid u- and v-points that lie
within one h-point CV of a boundary, we need values of q at f-points that lie on the boundary. We will still use (20) to obtain q
from f and hðqÞ at boundary f-points, but we cannot use (21) and (22) to obtain f and hðqÞ because doing so would require unde-
fined values of h, u, and v from within land. In this section, we derive a method for calculating f and hðqÞ at boundary f-points.

Since the AL81 scheme (in the absence of boundaries) conserves vorticity, it must be possible to express the discrete evo-
lution equation for the vorticity at a fluid f-point in flux form. We will derive such an equation below. This equation applies to
CVs of dimensions Dn� Dg in the ng plane centered around each f-point. We will refer to these as f-point CVs (see Fig. 3).
When land is included in the model using the stair-step approach described in Section 4, fluid–land boundaries cut through
the full CVs centered at boundary f-points. (Here, by ‘‘full” CV we mean the CV that would be associated with a f-point if it lay
completely in fluid. This always consists of the rectangle of dimensions Dn� Dg centered around the f-point.) Parts of the full
CV will lie in fluid and the remainder will lie in land. As a result, the actual CV associated with a boundary f-point will consist
of only those parts of its full CV that lie in fluid. With our stair-step approach of including land, these parts will come in quar-
ters. Thus, the actual CV associated with the boundary f-point will consist of a quarter, half, or three-quarters of its full CV (see
Fig. 4). The vorticity equation for AL81 will no longer apply to these boundary f-point CVs because it would require values of
various quantities within land. Nevertheless, we can maintain vorticity conservation in the overall scheme if the discrete evo-
lution equations associated with these boundary f-point CVs are in flux form. In these equations, the vorticity fluxes through
fluid–land boundaries must be zero to satisfy the no-flux condition, and the fluxes through faces shared with neighboring f-
point CVs must match (i.e. be equal in magnitude but opposite in sign) the fluxes through these same faces appearing in the
vorticity equations for these neighbors. This suggests that instead of calculating the vorticity at boundaries using nearby
velocity components (e.g. by finite-differencing or extrapolation), we should obtain it by solving flux-form vorticity evolution
equations. This is in fact what we will do. This approach will not only conserve vorticity but it will also be consistent with the
mathematical nature of the inviscid SWEs in the following sense. Besides the no-flux condition, there is no other boundary
condition for the inviscid SWEs like there is for the viscous SWEs (which have the no-slip condition). Thus, an evolution equa-
tion for some quantity, e.g. the tangential velocity component or, in our case, the vorticity, must be solved at the boundary.

To obtain vorticity equations at boundary f-points that satisfy the above conservation requirements, we will first split the
discrete vorticity equation for a fluid f-point CV (i.e. the flux-form vorticity equation for the AL81 scheme without land) into
four equations, one for each quarter of the CV. We will do this such that the equation for each quarter is in flux form and such
that the sum of these four equations yields back the vorticity equation for the full CV. We will then use as the vorticity equa-
tion at a boundary f-point the sum of the equations for only those quarters of the full CV that lie in fluid. These equations will
be discrete counterparts of the continuous flux-form vorticity evolution equation (7), and they will of course be constructed
such that they do not require values of any physical quantities within land.

In order to completely determine the forms of the boundary vorticity equations, in addition to vorticity conservation we
will impose several other physical and mathematical constraints. These constraints will not only determine the forms of the
boundary vorticity equations, but they will also yield extrapolation formulas for the depth hðqÞ at boundary f-points (which is
needed in calculating q ¼ f=hðqÞ). The constraints we will impose include reduction of the vorticity fluxes to zero in the limit
as the grid spacings approach zero, exact advection of q on the boundary when it is uniform in the immediate neighborhood
of the boundary, and exactness of the extrapolation formulas for hðqÞ in the special case in which the depth is uniform in the
immediate neighborhood of the boundary.

Before deriving the boundary vorticity equations, it is useful to categorize the various fluid–land configurations that
might be encountered at a boundary f-point. Note that every f-point on the computational grid is surrounded by four neigh-
boring h-point CVs. Since in our stair-step approach of including land each h-point CV is either entirely fluid or entirely land,
there are a total of 24 ¼ 16 possible fluid–land configurations around a given f-point. One of these consists of all four h-
points being land. In this case, f; hðqÞ, and q are all undefined and will not be used. Another configuration consists of all four
h-points being fluid. In this case, we first use (21) and (22) to calculate f and hðqÞ and then use (20) to calculate q (i.e. the AL81
scheme). Another two correspond to the excluded configurations in Fig. 2, so we will not consider them here (although these
can be included in the model at the expense of a more complicated computer code; see Appendix C). The remaining 12 con-
figurations can be categorized into one of the following four boundary geometries:

(1) concave corners (4 configurations)
(2) horizontal walls (2 configurations)



Fig. 2. The two fluid–land configurations excluded from the numerical model for coding convenience (see Appendix C). The white squares represent fluid h-
point CVs while the shaded ones represent land. For each configuration, the ‘‘�” marks the location of the f-point at which the vorticity would have to be
double-valued.
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(3) vertical walls (2 configurations)
(4) convex corners (4 configurations)

Fig. 4 shows an example fluid–land configuration from each of these boundary geometries along with the f-point CV asso-
ciated with each. The thick dashed line segments in the figure denote the boundaries of the CVs.

We begin the derivation of the vorticity equations at boundary f-points by deriving the discrete vorticity equation at a
fluid f-point for the AL81 scheme without land. We can obtain this equation by taking dnð. . .Þ of (17), subtracting from
the result dgð. . .Þ of (16), and using the definition of f given by (21). This gives the following flux-form evolution equation
for the vorticity (as derived in detail in [36]):
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �½ðdnFðfÞÞ þ ðdgGðfÞÞ�iþ1=2;jþ1=2 ð47Þ
Expanding the differencing operators on the right-hand side gives
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �½ðF

ðfÞ
iþ1;jþ1=2 � FðfÞi;jþ1=2Þ þ ðG

ðfÞ
iþ1=2;jþ1 � GðfÞiþ1=2;jÞ� ð48Þ
Here, AðfÞiþ1=2;jþ1=2 defined by (25) is the horizontal area associated with the CV of dimensions Dn� Dg in the ng plane centered
around the f-point at ðiþ 1=2; jþ 1=2Þ, and FðfÞi;jþ1=2; FðfÞiþ1;jþ1=2; GðfÞiþ1=2;j, and GðfÞiþ1=2;jþ1 are the vorticity fluxes through the faces of
this CV. These fluxes are given by (see [36])
FðfÞi;jþ1=2 ¼ Fn�qng
g
� 1

12
dg½F

nðdg�qnÞ� � 1
12
ðdgG

gÞðdnqÞ
� �

i;jþ1=2
ð49Þ

GðfÞiþ1=2;j ¼ G
g
�qngn
� 1

12
dn½G

gðdn�qgÞ� � 1
12
ðdnFnÞðdgqÞ

� �
iþ1=2;j

ð50Þ
The f-point CV and the vorticity fluxes through its faces are shown in Fig. 3.
We now write the vorticity equations for the northwestern (NW), northeastern (NE), southwestern (SW), and southeast-

ern (SE) quarters, respectively, of the fluid f-point CV centered at ðiþ 1=2; jþ 1=2Þ as follows:
d
dt
ðAðfÞ;NWfÞiþ1=2;jþ1=2 ¼ �½ðbF ðfÞ;N � FðfÞ;NWÞ þ ðGðfÞ;NW � bGðfÞ;WÞ�iþ1=2;jþ1=2 ð51Þ

d
dt
ðAðfÞ;NEfÞiþ1=2;jþ1=2 ¼ �½ðF

ðfÞ;NE � bF ðfÞ;NÞ þ ðGðfÞ;NE � bGðfÞ;EÞ�iþ1=2;jþ1=2 ð52Þ

d
dt
ðAðfÞ;SWfÞiþ1=2;jþ1=2 ¼ �½ðbF ðfÞ;S � FðfÞ;SWÞ þ ðbGðfÞ;W � GðfÞ;SWÞ�iþ1=2;jþ1=2 ð53Þ

d
dt
ðAðfÞ;SEfÞiþ1=2;jþ1=2 ¼ �½ðF

ðfÞ;SE � bF ðfÞ;SÞ þ ðbGðfÞ;E � GðfÞ;SEÞ�iþ1=2;jþ1=2 ð54Þ
In these, AðfÞ;NW
; AðfÞ;NE

; AðfÞ;SW, and AðfÞ;SE are the areas associated with the quarters, and the quantities on the RHSs are the
vorticity fluxes through the faces of these quarters. These are shown in Fig. 5. The forms of these areas and fluxes in terms of
the dependent variables h; u, and v and other known quantities (such as the inverse scale factors m and n) are still to be
determined.

Each of the eight quantities FðfÞ;NW; FðfÞ;NE; FðfÞ;SW, FðfÞ;SE; GðfÞ;NW; GðfÞ;NE; GðfÞ;SW, and GðfÞ;SE in (51)–(54) represents a vorticity
flux between one of the quarters of the f-point CV at ðiþ 1=2; jþ 1=2Þ and a quarter that is part of a neighboring f-point CV,



Fig. 3. A f-point control volume in the ng plane that is completely within fluid. The thick dashed line segments denote the boundary of the CV, and the
arrows denote the vorticity fluxes through this boundary. The ‘‘�” marks the location of the f-point.
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while each of the four quantities bF ðfÞ;N; bF ðfÞ;S; bGðfÞ;E, and bGðfÞ;W represents a vorticity flux between two adjacent quarters of the
f-point CV at ðiþ 1=2; jþ 1=2Þ. For this reason, we will refer to the former set of fluxes as the external vorticity fluxes and the
latter set as the internal fluxes. Note that (51)–(54) are written in flux form with respect to the internal fluxes, i.e. they are
written such that when the equations for any two adjacent quarters are added, the vorticity flux between the two does not
appear in the resulting equation. For example, the sum of (53) and (54) does not contain the flux bF ðfÞ;S. For this reason, the
only situation in which the internal fluxes may appear in the vorticity equation for a boundary f-point is when these fluxes
lie on a fluid–land boundary, and in that case they will be zero due to the no-flux boundary condition. Thus, the internal
fluxes will never actually appear in the vorticity equations at boundaries. We will demonstrate this below for the case of
a concave corner with fluid to the northwest.

To derive expressions for the external vorticity fluxes in (51)–(54) in terms of the dependent variables, first note that in
order to conserve domain-summed vorticity, the vorticity fluxes out of boundary f-point CVs must match the corresponding
fluxes into neighboring f-point CVs. This must be true whether these neighboring CVs are also boundary CVs or are fluid CVs.
At faces shared by two boundary CVs, we can ensure that the vorticity flux out of one of these CVs equals the flux into the
other by requiring that
FðfÞ;SW
iþ1=2;jþ1=2 ¼ FðfÞ;SE

i�1=2;jþ1=2 ð55Þ

GðfÞ;SW
iþ1=2;jþ1=2 ¼ GðfÞ;NW

iþ1=2;j�1=2 ð56Þ

FðfÞ;NW
iþ1=2;jþ1=2 ¼ FðfÞ;NE

i�1=2;jþ1=2 ð57Þ

GðfÞ;SE
iþ1=2;jþ1=2 ¼ GðfÞ;NE

iþ1=2;j�1=2 ð58Þ
At faces shared by a boundary and a fluid f-point CV, we can ensure that the vorticity flux out of the boundary CV equals the
flux into the fluid CV by requiring that
ðFðfÞ;NW þ FðfÞ;SWÞiþ1=2;jþ1=2 ¼ FðfÞi;jþ1=2 ð59Þ

ðFðfÞ;NE þ FðfÞ;SEÞiþ1=2;jþ1=2 ¼ FðfÞiþ1;jþ1=2 ð60Þ

ðGðfÞ;SW þ GðfÞ;SEÞiþ1=2;jþ1=2 ¼ GðfÞiþ1=2;j ð61Þ

ðGðfÞ;NW þ GðfÞ;NEÞiþ1=2;jþ1=2 ¼ GðfÞiþ1=2;jþ1 ð62Þ
where FðfÞ and GðfÞ are given by (49) and (50).
In order to uniquely determine the external vorticity fluxes in terms of the dependent variables, we need an additional set

of constraints on their forms. We can derive this by noting that our boundary scheme will be applicable to arbitrary fluid–
land configurations only if all quantities in the vorticity equation for a given f-point CV quarter that is within fluid are well-
defined regardless of whether the three remaining quarters that make up the full CV at that f-point are within fluid or land.
This implies that the equation for each quarter must involve only quantities (such as mass fluxes and potential vorticities)
associated with the h-point CV to which the quarter belongs. For example, the equation for the northwestern quarter in Fig. 5
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must involve only quantities within or on the faces of the h-point CV centered at ði; jþ 1Þ. Following this constraint, we now
require that the expression for FðfÞ;NW

iþ1=2;jþ1=2 involve mass fluxes and potential vorticities evaluated only on or above the line
g ¼ gjþ1=2 and on or to the left of the line n ¼ niþ1=2 (see Fig. 5). Similarly, we require that the expression for FðfÞ;SW

iþ1=2;jþ1=2 involve
mass fluxes and potential vorticities evaluated only on or below the line g ¼ gjþ1=2 and on or to the left of the line n ¼ niþ1=2.
We can obtain an expression for the sum of FðfÞ;NW and FðfÞ;SW by expanding some of the averaging and differencing operators
on the RHS of (49) and substituting the result into the RHS of (59). This gives
FðfÞ;NW
iþ1=2;jþ1=2 þ FðfÞ;SW

iþ1=2;jþ1=2 ¼ Fn 1
2

�qng � 1
12
ðdg�qnÞ

� �� 	
i;jþ1
� 1

24
Gi;jþ3=2ðdnqÞi;jþ1=2

" #

þ Fn 1
2

�qng þ 1
12
ðdg�qnÞ

� �� 	
i;j

þ 1
24

Gi;j�1=2ðdnqÞi;jþ1=2

" #
ð63Þ
To satisfy the constraints on FðfÞ;NW and FðfÞ;SW, we must assign the terms in the first set of brackets on the RHS of (63) to FðfÞ;NW

and those in the second set to FðfÞ;SW. Thus, we now express FðfÞ;NW and FðfÞ;SW as follows:
FðfÞ;NW
iþ1=2;jþ1=2 ¼ F

n 1
2

�qng � 1
12
ðdg�qnÞ

� �� 	
i;jþ1
� 1

24
Gi;jþ3=2ðdnqÞi;jþ1=2

" #
þ Xiþ1=2;jþ1=2 ð64Þ

FðfÞ;SW
iþ1=2;jþ1=2 ¼ Fn 1

2
�qng þ 1

12
ðdg�qnÞ

� �� 	
i;j

þ 1
24

Gi;j�1=2ðdnqÞi;jþ1=2

" #
� Xiþ1=2;jþ1=2 ð65Þ
In these, X represents additional terms that FðfÞ;NW and FðfÞ;SW may contain that do not appear on the RHS of (49) [because
when (64) and (65) are summed, þX in (64) cancels �X in (65)]. There are two constraints which X must satisfy. First, since
X appears in both FðfÞ;NW and FðfÞ;SW, it must satisfy the requirements on the forms of FðfÞ;NW and FðfÞ;SW simultaneously. Thus, X
must contain mass fluxes and potential vorticities that are evaluated exactly on the line g ¼ gjþ1=2 (not above or below it) and
on or to the left of the line n ¼ niþ1=2. Second, X must be chosen such that as Dg goes to zero, FðfÞ;NW and FðfÞ;SW each go to zero.
This is because the widths (in the ng plane) of the faces through which FðfÞ;NW and FðfÞ;SW pass are each Dg=2 (see Fig. 5), and as
these widths are reduced, less and less vorticity can advect through the faces. The most straightforward choice for X that
satisfies both these constraints is
Xiþ1=2;jþ1=2 ¼
1

24
Gi;jþ1=2ðdnqÞi;jþ1=2 ð66Þ
Substituting (66) into (64) and (65), we obtain
FðfÞ;NW
iþ1=2;jþ1=2 ¼ F

n 1
2

�qng � 1
12
ðdg�qnÞ

� �� �
i;jþ1
� 1

24
ðdgGÞi;jþ1ðdnqÞi;jþ1=2 ð67Þ

FðfÞ;SW
iþ1=2;jþ1=2 ¼ Fn 1

2
�qng þ 1

12
ðdg�qnÞ

� �� �
i;j

� 1
24
ðdgGÞi;jðdnqÞi;jþ1=2 ð68Þ
This completes our derivation of FðfÞ;NW and FðfÞ;SW. We can now obtain FðfÞ;NE and FðfÞ;SE by substituting (67) and (68) into (57) and
(55), respectively, and incrementing the i indices in the resulting expressions by one. We can then use analogous procedures to ob-
tain expressions for thegdirection vorticity fluxes GðfÞ;NW; GðfÞ;NE; GðfÞ;SW, and GðfÞ;SE in (51)–(54). The results are listed in Appendix A.

Next, we derive expressions for the internal vorticity fluxes bF ðfÞ;N; bF ðfÞ;S; bGðfÞ;E, and bGðfÞ;W (all with i+1/2, j+1/2 subscripts,
which we omit for brevity) in terms of nearby mass fluxes and potential vorticities. We first consider bF ðfÞ;S. Note that this
appears both in the vorticity equation for the SW quarter (53) and the one for the SE quarter (54). Following the requirement
that the equation for each quarter involve only quantities associated with the h-point CV to which the quarter belongs, we
now require that bF ðfÞ;S contain mass fluxes and potential vorticities that are evaluated exactly on the line n ¼ niþ1=2 (not to the
right or left of it) and on or below the line g ¼ gjþ1=2. Also, in order for the overall scheme to conserve domain-summed vor-
ticity, bF ðfÞ;S must reduce to zero in the special case in which the face through which it passes is a fluid–land boundary. The
simplest expression for bF ðfÞ;S that satisfies both these requirements is
bF ðfÞ;Siþ1=2;jþ1=2 ¼
1
2

qiþ1=2;jþ1=2Fiþ1=2;j ð69Þ
The factor of 1=2 appears because the face through which bF ðfÞ;S passes has width Dg=2 (see Fig. 5). Note that if the h-point at ði; jÞ or
ðiþ 1; jÞ in Fig. 5 is land, Fiþ1=2;j will be zero because ðiþ 1=2; jÞwill be a boundary u-point [see (35)]. As a result, bF ðfÞ;S will be zero,
as required. Using similar procedures, we can derive the following expressions for the remaining three internal vorticity fluxes:
bF ðfÞ;Niþ1=2;jþ1=2 ¼
1
2

qiþ1=2;jþ1=2Fiþ1=2;jþ1 ð70Þ

bGðfÞ;Wiþ1=2;jþ1=2 ¼
1
2

qiþ1=2;jþ1=2Gi;jþ1=2 ð71Þ

bGðfÞ;Eiþ1=2;jþ1=2 ¼
1
2

qiþ1=2;jþ1=2Giþ1jþ1=2 ð72Þ
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To complete the derivation of the vorticity equations for the quarters, we must derive expressions for the areas
AðfÞ;NW

; AðfÞ;NE
; AðfÞ;SW, and AðfÞ;SE associated with each quarter. We can obtain these by forming the vorticity equations for

boundary f-points at concave corners. Let us first consider such a boundary f-point with fluid to the northwest (see
Fig. 4a). Since only the northwestern quarter of the full CV centered at this f-point is in fluid, the vorticity equation at this
f-point consists only of the equation for the northwestern quarter. This is given by (51). Since the eastern and southern faces
of this quarter are fluid–land boundaries, the mass fluxes Fiþ1=2;jþ1 and Gi;jþ1=2 through them are both zero [see (35) and (36)].
As a result, we see from (70) and (71) that the internal vorticity fluxes bF ðfÞ;N and bGðfÞ;W appearing in (51) are also zero. Then
(51) simplifies to
Fig. 4.
vertical
and the
d
dt
ðAðfÞ;NWfÞiþ1=2;jþ1=2 ¼ �½�FðfÞ;NW þ GðfÞ;NW�iþ1=2;jþ1=2 ð73Þ
We will now derive an expression for AðfÞ;NW. This derivation will also yield an expression for the depth hðqÞ that is needed in
calculating q using (20). First, note from (8) that in the continuous case, if at some point in the fluid or at a boundary q does
not vary in space, it must also not vary in time, i.e. if oq=on ¼ oq=og ¼ 0, then oq=ot ¼ 0. We now require that the discrete
evolution equation for q corresponding to the discrete vorticity equation (73) also possess this advection property. We
can derive the discrete evolution equation for q by setting f ¼ hðqÞq in (73) [see (20)]. Doing so and rearranging terms, we get
AðfÞ;NWhðqÞ
dq
dt

� �
iþ1=2;jþ1=2

¼ � q
d
dt
ðAðfÞ;NWhðqÞÞ � FðfÞ;NW þ GðfÞ;NW

� �
iþ1=2;jþ1=2
We now set q equal to some spatially uniform value, say q ¼ qo, and require that dqo=dt equal zero. This gives (after dividing
by qo)
d
dt
ðAðfÞ;NWhðqÞÞiþ1=2;jþ1=2 ¼ �

1
4
½ðdnFÞi;jþ1 þ ðdgGÞi;jþ1�
where we have used (67) and (A.39) with q ¼ qo and the fact that Fiþ1=2;jþ1 ¼ Gi;jþ1=2 ¼ 0 due to the no-flux boundary condi-
tion. Using the discrete continuity equation (11) along with the definition of P given by (12) to substitute for the term in
brackets on the RHS, we get
Example of a fluid–land configuration around a boundary f-point in the ng plane corresponding to a (a) concave corner, (b) horizontal wall, (c)
wall, and (d) convex corner. The white h-point CVs are fluid and the shaded ones are land. For each case, the ‘‘�” marks the location of the f-point,
thick dashed line segments denote the boundary of the CV associated with the f-point.
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d
dt
ðAðfÞ;NWhðqÞÞiþ1=2;jþ1=2 ¼

d
dt

1
4

AðhÞh
� �

i;jþ1
ð74Þ
Integrating this with respect to time and solving for hðqÞ, we obtain
hðqÞiþ1=2;jþ1=2 ¼
1

AðfÞ;NW
iþ1=2;jþ1=2

1
4
ðAðhÞhÞi;jþ1 þ ciþ1=2;jþ1=2

� �
ð75Þ
where c is the constant of integration. Since c is independent of time, it cannot be a function of h;u, or v. To obtain an expres-
sion for AðfÞ;NW, we now require that when h is spatially uniform, say h ¼ ho, in the neighborhood of the boundary f-point at
ðiþ 1=2; jþ 1=2Þ, (75) give hðqÞ ¼ ho. Then, setting h ¼ hðqÞ ¼ ho in (75) and solving for AðfÞ;NW, we obtain
AðfÞ;NW
iþ1=2;jþ1=2 ¼

1
4

AðhÞi;jþ1 þ
1
ho

ciþ1=2;jþ1=2 ð76Þ
To determine c, we note that (76) must be valid for all positive values of ho. Thus, for two distinct values of ho, say h1 and h2,
(76) gives
AðfÞ;NW
iþ1=2;jþ1=2 ¼

1
4

AðhÞi;jþ1 þ
1
h1

ciþ1=2;jþ1=2 ð77Þ

AðfÞ;NW
iþ1=2;jþ1=2 ¼

1
4

AðhÞi;jþ1 þ
1
h2

ciþ1=2;jþ1=2 ð78Þ
Subtracting (78) from (77) and rearranging terms, we get
ðh2 � h1Þciþ1=2;jþ1=2 ¼ 0
Since by assumption h1 and h2 are distinct, c must be zero. Then (76)–(78) all reduce to
AðfÞ;NW
iþ1=2;jþ1=2 ¼

1
4

AðhÞi;jþ1 ð79Þ
Substituting (79) into (75) and setting c to zero, we obtain the following expression for hðqÞ:
hðqÞiþ1=2;jþ1=2 ¼
ðAðhÞhÞi;jþ1

AðhÞi;jþ1

¼ hi;jþ1 ð80Þ
In terms of P and AðfÞ;NW, we can rewrite this as
hðqÞiþ1=2;jþ1=2 ¼
Pi;jþ1

4AðfÞ;NW
iþ1=2;jþ1=2

ð81Þ
To obtain q at the concave corner f-point in Fig. 4a, we first solve (73) for f using an appropriate time advancement scheme
(e.g. the same one used to advance the discrete continuity and momentum equations at fluid h-, u-, and v-points). We then
use (80) or (81) to obtain hðqÞ. Finally, we divide f by hðqÞ to obtain q.

We can use similar procedures to derive the vorticity equations and depths hðqÞ for the remaining 11 boundary f-point
fluid–land configurations. The procedures for the remaining three concave corners yield expressions for the areas
AðfÞ;NE

; AðfÞ;SW, and AðfÞ;SE. The results are summarized in Appendix A.

7. Vorticity and potential enstrophy conservation

To prove conservation of domain-summed vorticity, we sum the discrete vorticity equations at fluid f-points given by
(48) and those at boundary f-points given in Appendix A. Recall that by design, the vorticity fluxes out of the faces of a fluid
or boundary f-point CV match the fluxes into its fluid and/or boundary f-point CV neighbors. Also, recall from Section 6 that
the vorticity fluxes through boundaries appearing in the boundary vorticity equations are given by the internal vorticity
fluxes (69)–(72). Since these are proportional to the mass fluxes, and the mass fluxes through boundaries are zero, the vor-
ticity fluxes through boundaries will also be zero. Thus, when we sum the discrete vorticity equations at fluid and boundary
f-points, there are no flux contributions from either within the fluid or through the boundaries, and we obtain
d
dt
ðVORTtotÞ ¼ 0 ð82Þ
where the domain-summed vorticity VORTtot is modified from the no-land case given by (29) to include a sum over only fluid
and boundary f-points, i.e.
VORTtot ¼
X

fld: & bdy:
f-points

ðAðfÞfÞiþ1=2;jþ1=2 ð83Þ
Here, AðfÞ is the area of a fluid or boundary f-point CV. At fluid points, it is given by (25), and at boundary points, it is given by
one of the 12 expressions in Appendix A.
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We now consider potential enstrophy conservation. Since the AL81 scheme (without land) conserves potential enstrophy,
it must be possible to derive a discrete flux-form evolution equation for the potential enstrophy at fluid f-points. A detailed
derivation of such an equation is given in [36], with the final result given by Eq. (3.161) therein. In that equation, the poten-
tial vorticity at fluid f-points is defined as
riþ1=2;jþ1=2 ¼
1
2

f2

hðqÞ

 !
iþ1=2;jþ1=2

¼ 1
2
ðhðqÞq2Þiþ1=2;jþ1=2 ð84Þ
To derive evolution equations for the potential enstrophy at boundary f-points, we first extend the definition (84) to such
points. We can then obtain an equation for r at each such point by multiplying the vorticity equation there by q and subtract-
ing from the result the evolution equation for AðfÞhðqÞ multiplied by q2=2. [An evolution equation for AðfÞhðqÞ can be obtained by
multiplying the expression for hðqÞ by AðfÞ, taking d=dt of the result, and using the discrete continuity equation (11).] It can be
shown (after extensive algebra) that the resulting evolution equations for r at all 12 types of boundary f-points listed in
Appendix A are in flux form, with the CV for potential enstrophy at a given f-point being the same as the one for vorticity
at that f-point. For example, the potential enstrophy equation at a f-point lying on a concave corner with fluid to the north-
west (see Fig. 4a) is
d
dt
ðAðfÞ;NWrÞiþ1=2;jþ1=2 ¼ �½�FðrÞ;NW þ GðrÞ;NW�iþ1=2;jþ1=2 ð85Þ
where the quantities on the RHS are the potential enstrophy fluxes through the faces of the f-point CV in Fig. 4a. Only two
fluxes appear because the eastern and southern faces of the CV are no-flux boundaries. These fluxes are given by
FðrÞ;NW
iþ1=2;jþ1=2 ¼ Fn

i;jþ1
1
4

q2n � 1
2
ðdnqÞ2

� 	
i;jþ1=2

� 1
24

ðdgqÞ2
n
� 1

2
ðdndgqÞ2

� 	
i;jþ1

" #

þ 1
24
ðdgGÞi;jþ1ðdnqÞi;jþ3=2 þ

1
12

Gi;jþ1=2ðdndgqÞi;jþ1

� �
�qn

i;jþ1=2 ð86Þ

GðrÞ;NW
iþ1=2;jþ1=2 ¼ G

g
i;jþ1

1
4

q2g � 1
2
ðdgqÞ2

� 	
iþ1=2;jþ1

� 1
24

ðdnqÞ2
g
� 1

2
ðdndgqÞ2

� 	
i;jþ1

" #

þ 1
24
ðdnFÞi;jþ1ðdgqÞi�1=2;jþ1 þ

1
12

Fiþ1=2;jþ1ðdndgqÞi;jþ1

� �
�qg

iþ1=2;jþ1 ð87Þ
Similar evolution equations can be derived at f-points lying on horizontal walls, vertical walls, and convex corners. It can be
shown that the potential enstrophy fluxes out of the faces of a fluid or boundary f-point CV match the fluxes into its fluid
and/or boundary f-point CV neighbors. In addition, it can be shown that the potential enstrophy fluxes through those faces of
boundary f-point CVs that lie on fluid–land boundaries are zero, i.e. they satisfy the no-flux condition. (More specifically, it
can be shown that they are proportional to the mass and vorticity fluxes through these fluid–land boundaries, but since the
latter two sets of quantities are zero due to the no-flux condition, the potential enstrophy fluxes through fluid–land bound-
aries will also be zero.) Thus, as with the discrete vorticity equations, when we sum the discrete potential enstrophy equa-
tions at fluid and boundary f-points, there are no flux contributions from either within the fluid or through the boundaries,
and we obtain
d
dt
ðPENSTtotÞ ¼ 0 ð88Þ
where the domain-summed potential enstrophy PENSTtot is modified from the no-land case given by (30) to include a sum
over only fluid and boundary f-points, i.e.
PENSTtot ¼
X

fld: & bdy:
f-points

ðAðfÞrÞiþ1=2;jþ1=2 ð89Þ
Eq. (88) proves conservation of PENSTtot. In Section 8.1, we will present numerical simulations demonstrating vorticity and
potential enstrophy conservation in the presence of land.

Recall from Section 6 that we derived the discrete evolution equations for the vorticity at boundaries by imposing, among
other constraints, vorticity conservation. However, we could instead have imposed potential enstrophy conservation. Had
we done so, we would have to solve flux-form evolution equations for the potential enstrophy r instead of for the vorticity
f at boundary f-points. We could have derived evolution equations for r at boundaries using the same strategy we used to
obtain the equations for f, i.e. by splitting the discrete potential enstrophy equation for AL81 at a fluid f-point CV into four –
one for each of its quarters – and using as the potential enstrophy equation at a boundary f-point the sum of the equations of
those quarters that lie in fluid. We have in fact done this and, to our pleasant surprise, found that it yields a set of boundary
potential enstrophy equations that is equivalent to the set of boundary vorticity equations listed in Appendix A. This is be-
cause if the vorticity evolution equation for a given quarter of a f-point CV is used to derive an evolution equation for the
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potential enstrophy associated with that quarter, the result is a flux-form equation that is identical to the potential enstro-
phy equation for that quarter derived by splitting the original AL81 discrete potential enstrophy equation into four parts.
Thus, the two approaches (imposing vorticity conservation vs. imposing potential enstrophy conservation) are equivalent.
It is for this reason that the scheme we present in this paper converves both vorticity and potential enstrophy. If this were
not the case, we would have to choose between vorticity and potential enstrophy conservation, but fortunately we do not
have to.

8. Numerical tests

8.1. Conservation

In order to analyze the effect of the boundary scheme on the conservation properties and flow patterns in inviscid SWE
models, we now present results from five such models that are identical in all ways except for the way they calculate f at
boundaries. Away from boundaries, all five models use the AL81 scheme presented in Section 3. Also, all the models use the
expressions in Appendix A to calculate AðfÞ and hðqÞ at boundary f-points, they all use (20) to calculate q at boundary f-points,
and they all use (38), (46), (83) and (89) to calculate MASStot; TEtot; VORTtot, and PENSTtot at each discrete time. The five
models we will consider are the following:

(1) Boundary vorticity equation model (BVEM)
(2) Extrapolation and finite-differencing model (EFDM)
(3) Free-slip model (FSM)
(4) Super-slip model (SSM)
(5) No-slip model (NSM)

In the BVEM, we use the boundary scheme derived in Section 6 (i.e.we solve evolution equations to obtain f at boundaries).In
order to time-advance these vorticity equations, we need initial values of f at the boundaries.We obtain these using the same
method used in the EFDM (described briefly below and in detail in Appendix B).In the remaining four models, we first cal-
culate the relative vorticity frel at boundary f-points and then add f to it to obtain the absolute vorticity.In the EFDM, we use
extrapolation and finite-differencing on u and v to obtain frel at boundaries.We are interested in this approach because it is
the most intuitive alternative to the BVEM. Unlike in the BVEM and EFDM, in the remaining three models we calculate frel at
boundaries by enforcing an additional boundary condition (i.e.besides the no-flux condition).In the FSM, we enforce the free-
slip condition.This translates to setting frel to zero on boundaries.Recall that this is the method used by Arakawa and Lamb
[4], Evans et al.[33], Hart and Evans [34], and Mundt et al.[35] in their periodic channel simulations.In the SSM, we enforce
the super-slip condition (see, e.g.[37]).This states that on the boundary, the derivative of frel in the direction normal to the
boundary is zero.This boundary condition is most often used in quasigeostrophic models having an explicit dissipation
parameterization for frel to set the dissipative flux of frel through the boundaries to zero (see, e.g.[38]).We use it here because
it will help illustrate the relationship between the degree of potential enstrophy conservation and the characteristics of the
flow field.Finally, in the NSM, we enforce the no-slip condition.This entails setting the velocity tangent to the boundary to
zero.Recall that this is the condition used by Mesinger et al.[23] to adapt the scheme of Janjić [9] to domains with arbitrary
boundaries.(For more detailed descriptions of the free-slip, super-slip, and no-slip boundary conditions, see,
e.g.[37,39,40]).The details of the implementations of the EFDM, FSM, SSM, and NSM are given in AppendixB.

We set up and initialize the simulations as follows. We use Cartesian coordinates ðn;gÞ ¼ ðx; yÞ and a square domain that
extends from�10 to 10 km in both directions. Thus, the dimensions of the domain are Lx ¼ 20 km by Ly ¼ 20 km. We assume
periodic boundary conditions along the edges of this domain, and we embed in it a rectangular, a triangular, and an elliptic
island (Fig. 7). Since bathymetric effects are not the focus of this work, for simplicity we set the bottom topography hbotðx; yÞ
to zero. Also, in our first set of simulations, we set f ¼ 0. This allows us to assess the performance of each model in the sim-
plest case of no rotation. We will consider the case of f –0 later on. We use a uniform grid with I � J ¼ 40� 40 points, so the
grid spacings are Dx ¼ Dy ¼ 500 m. We initialize the flow with a rotating core of positive vorticity centered at
ðx; yÞ ¼ ð�10 km;0 kmÞ given by
hðx; yÞ ¼ 50 m ð90Þ

uðx; yÞ ¼ ð�2 m s�1Þ � exp � x� 0:5Lx

0:1Lx

� �2
( )

þ exp � xþ 0:5Lx

0:1Lx

� �2
( )" #

� y
0:1Ly

� exp � y
0:1Ly

� �2
( )

ð91Þ

vðx; yÞ ¼ ð2 m s�1Þ � x� 0:5Lx

0:1Lx
� exp � x� 0:5Lx

0:1Lx

� �2
( )

þ xþ 0:5Lx

0:1Lx
� exp � xþ 0:5Lx

0:1Lx

� �2
( )" #

� exp � y
0:1Ly

� �2
( )

ð92Þ
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The initial velocity and vorticity fields are shown in Fig. 7a.
To advect the initial vorticity core toward and around the islands, we gradually force a westerly flow by adding the source

term Sn=ðmhÞ ¼ Sx=h to the RHS of the n ¼ x direction momentum equation (2). Here, Sx is a stress term given by
Fig. 5.
bounda
Sx ¼ ð3:5� 10�3 m2 s�2Þ � h
50 m

� 1
2

erf
t � t1

t0

� �
� erf

t � t2

t0

� �� �
ð93Þ
where erfð. . .Þ is the error function and t0 ¼ 1000 s; t1 ¼ 5000 s, and t2 ¼ 10;000 s. (93) corresponds to an input of westerly
momentum between t � t1 and t � t2. There is no source term on the RHS of the g ¼ y direction momentum equation (3), i.e.
Sg=ðnhÞ ¼ Sy=h ¼ 0. The corresponding source term on the right-hand side of the flux-form vorticity equation (7) is
o

on
Sg

nh

� �
� o

og
Sn

mh

� �
¼ 0� o

oy
Sx

h

� �
¼ 0 ð94Þ
The right-hand side of (94) is zero because Sx=h is spatially uniform. Thus, (93) does not generate any new vorticity or po-
tential enstrophy. It of course generates energy, but this is limited to t1 K t K t2. Thus, an energy conserving model will main-
tain a constant TEtot for t J t2.

We integrate all five models to t ¼ 106 s � 11:6 d using the fourth-order Runge–Kutta (RK4) method and a time step of
Dt ¼ 20 s. Since all the models use the flux-form discrete continuity equation (11), they all conserve MASStot. To determine
whether they also conserve TEtot;VORTtot, and PENSTtot, we plot the deviations of these quantities from their initial values as
functions of time. These deviations are defined by
DTEtot ¼ TEtot � TEtot;init ð95Þ
DVORTtot ¼ VORTtot � VORTtot;init ð96Þ
DPENSTtot ¼ PENSTtot � PENSTtot;init ð97Þ
where the ‘‘init” subscripts denote initial values.
Fig. 6 shows the evolution of DTEtot; DVORTtot, and DPENSTtot for each of the five models. For clarity, we have split the

DVORTtot curves between Figs. 6c and d, and we have plotted the absolute value of DPENSTtot on a log scale in Fig. 6b. We
can see from Fig. 6a that the curves for DTEtot are virtually identical. As expected, they increase between t1 and t2 due to
The quarters comprising a fluid f-point CV in the ng plane and the vorticity fluxes through their faces. The thick dashed line segments denote the
ries of the quarters, and the arrows denote the vorticity fluxes. The ‘‘�” marks the location of the f-point.
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the momentum source and remain constant afterward. This indicates that all five models conserve TEtot, as anticipated from
the analysis in Section 5. It is also clear from Figs. 6c and d that the BVEM conserves VORTtot [as expected from (82)] but the
other models do not. The variations in DVORTtot in the BVEM are on the order of 10�11 m2 s�1 (which are too small to see in
the plot) while those in the other four models are on the order of 1000 m2 s�1. Finally, we can see from Fig. 6b that the BVEM
and FSM conserve PENSTtot to a far greater extent than the other three models. For the BVEM and FSM, the maximum values
of jDPENSTtotj over the course of the simulation are 1:63� 10�9 m s�2 and 1:46� 10�9 m s�2. The corresponding values for
the EFDM, SSM, and NSM are 5.81, 0.577, and 6:80 m s�2. We have performed a refinement study on the time step Dt
(not shown) and have found that DPENSTtot in the BVEM and FSM goes to zero as Dt is reduced. This indicates that in these
two models, the time integration is the only source of error in PENSTtot; the boundary treatment is not a source or sink of
potential enstrophy. For the BVEM, this behavior is in agreement with the potential enstrophy conservation result (88). It
can be shown analytically that (88) also holds for the FSM when f ¼ 0. This is merely a fortunate coincidence; it is not by
design. Nevertheless, it explains why variations in DPENSTtot in the FSM are due to only time integration errors. On the other
hand, in the EFDM, SSM, and NSM, DPENSTtot does not go to zero as Dt is reduced. Thus, variations in DPENSTtot in these mod-
els must be due to spurious sources and sinks of potential enstrophy at the boundaries.

To relate the conservation characteristics of the five models to the flow fields generated by each, we show in Figs. 7b–f the
velocity and vorticity fields at t ¼ 106 s. For ease of comparison, we use the same vector length scale for the velocity and the
same gray scale for the vorticity in all the figures. Note that the velocity fields in these figures are comparable in magnitude;
typical velocities in all five cases are on the order of 1 m s�1. This is because all the models conserve TEtot, and this keeps the
velocities bounded. However, bounded velocities do not necessarily translate to well-behaved energy spectra. A close exam-
ination of the velocity fields in Fig. 7 reveals that in the BVEM and FSM, most of the kinetic energy remains in the large scales
while in the EFDM and NSM, most of it is in the small scales. The SSM falls somewhere in between. This correlates well with
the extent to which each model conserves PENSTtot. The BVEM and FSM conserve PENSTtot almost exactly (with any errors
due to only the time integration) while the EFDM and NSM do not conserve PENSTtot. The SSM also does not conserve
PENSTtot, but it does a better job than the EFDM and NSM by about an order of magnitude (see Fig. 6b). The PENSTtot con-
servation characteristics of the models are also reflected in the vorticity fields they generate. We can see in Fig. 7 that the
fields generated by the EFDM and NSM are noisier and have larger magnitudes (by a factor of about 5–10) than the ones
generated by the BVEM and FSM. As above, the SSM falls somewhere in between. This is because in the BVEM and FSM,
PENSTtot conservation keeps the vorticity magnitude at each f-point bounded, but in the EFDM, SSM, and NSM, there is
no such constraint.
Fig. 6. Plots of the deviations from initial values of the domain-summed energy DTEtot , vorticity DVORTtot, and potential enstrophy DPENSTtot as functions of
time for the simulations using the five models discussed in Section 8.1. (a) Shows DTEtot for all five models. The jump in DTEtot shortly after t ¼ 0 (which is
present in all the models) is due to the input of energy by the momentum source term Sx given by (93). (b) shows the absolute value of DPENSTtot for all five
models. Note that the vertical axis uses logarithmic scaling. (c) shows DVORTtot for the BVEM, FSM, BVEMf, and FSMf, and (d) shows DVORTtot for the SSM,
EFDM, and NSM. We use thick solid lines for the BVEM, thin dashed lines for the EFDM, thin solid lines for the FSM, dot-dashed lines for the SSM, thick
dashed lines for the NSM, thick dotted lines for the BVEMf, and thin dotted lines for the FSMf.



Fig. 7. Velocity vectors and vorticity field at (a) t ¼ 0 s and at t ¼ 106 s � 11:6 d for the (b) BVEM, (c) EFDM, (d) FSM, (e) SSM, and (f) NSM simulations. The
black regions are land. All six plots use the same vector length scale for the velocity and the same gray scale for the vorticity. All five simulations are without
rotation ðf ¼ 0Þ. The maximum velocity magnitude kukmax for each plot is given in the plot title. For plotting purposes, u; v, and f have been averaged from
u-, v-, and f-points, respectively, to h-points. The BVEM and FSM produce the least small-scale noise, but the BVEM is the only model that maintains a
generally westerly flow that is consistent with the westerly direction of the forcing.
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Recall that all five models considered here use the mass, energy, vorticity, and potential enstrophy conserving AL81
scheme away from fluid–land boundaries. Thus, our results indicate that in order to prevent a spurious energy cascade to
the smallest resolved scales, it is not sufficient to use such a scheme only within the fluid; the boundaries must also be trea-
ted in such a way that PENSTtot is conserved. Otherwise, errors generated at the boundaries can contaminate the rest of the
flow. The extent of this contamination seems to depend on the extent of non-conservation of PENSTtot. Since out of the five
models analyzed the BVEM and FSM are the only two that conserve PENSTtot, we will henceforth consider only these two
models.

Recall that the BVEM and FSM both conserve MASStot; TEtot, and PENSTtot, but only the BVEM also conserves VORTtot. To
determine if this difference in conservation properties translates into a difference in flow pattern between the two models,
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we compare the velocity fields in Figs. 7b and d. We can see from Fig. 7b that the velocity field generated by the BVEM is
generally westerly. This agrees well with the direction of the forcing, which is purely westerly [see (93)]. Thus, the BVEM
redistributes the vorticity in the initial rotating core in such a way that the large-scale flow remains oriented in the direction
of the forcing. On the other hand, we can see from Fig. 7d that the velocity field generated by the FSM is for the most part
southerly or southeasterly. The difference in the overall flow orientation between the two models must be due to the spu-
rious sources and sinks of vorticity in the FSM (which cause it to violate VORTtot conservation). These inject vorticity into the
flow at the boundaries. This new vorticity is then redistributed throughout the domain, and its overall effect is to turn the
large-scale flow away from the direction of the forcing.

Finally, we demonstrate that only the BVEM conserves PENSTtot when rotation is included. We do this by rerunning the
BVEM and FSM simulations above with f ¼ 10�4 s�1. We denote these simulations by BVEMf and FSMf, respectively. Fig. 6
shows the evolution of DTEtot; DVORTtot, and DPENSTtot for these two simulations. We can see in Fig. 6a that both of these
simulations conserve TEtot, and we can see in Fig. 6c that the BVEMf conserves VORTtot while the FSMf does not. Also, we can
see in Fig. 6b that the jDPENSTtotj curve for the BVEMf is very close to the curve for the BVEM, indicating that the variations in
DPENSTtot in the BVEMf are due only to truncation errors in the time integration. On the other hand, the jDPENSTtotj curve for
the FSMf is much higher than the curve for the FSM. The maximum value of jDPENSTtotj over the course of the FSMf simu-
lation is 6:16� 10�3 m s�2. Recall that the corresponding value for the FSM is 1:46� 10�9 m s�2. Thus, PENSTtot is not con-
served in the FSMf simulation.

We note here that, as pointed out by Hollingsworth et al. [41], the AL81 scheme does not conserve momentum. As a re-
sult, when applied to the 3D hydrostatic equations, it generates an internal instability. Hollingsworth et al. [41] present a
modification to their EE scheme (which also suffers from this instability) that eliminates the instability while maintaining
the mass, energy, vorticity, and enstrophy (but not potential enstrophy) conserving properties of the scheme. The instability
is eliminated because the modified EE scheme conserves momentum for the linearized SWEs. If this shortcoming of AL81 is a
concern, it is likely that an approach similar to the one presented in this paper can be used to derive a boundary scheme for
the modified EE scheme. We suspect this because the AL81 and modified EE schemes both discretize the rotational form of
the SWEs on the C-grid. However, we have not attempted it.

8.2. Accuracy

Maintaining global conservation properties is necessary in long-term global-scale climate and ocean simulations in order
to keep such simulations stable and to obtain statistically unbiased results [3]. Thus, the conservative boundary scheme pre-
sented in this paper (the BVEM) is well-suited for such simulations. However, we also intend to use the BVEM for short-term
regional simulations. In such simulations, numerical accuracy is of primary importance because the goal is to obtain as accu-
rate a forecast as possible; conservation properties are of secondary importance because the simulation times are not long
enough for biases due to non-conservation to develop (although Tripoli [8] has found that imposing energy and enstrophy
conservation is beneficial even in short-term atmospheric simulations). Thus, we will now analyze the spatial accuracy of the
BVEM and compare it with those of the four other models considered in Section 8.1.

We will determine the accuracy of a given model by performing grid refinement studies (GRSs). This entails simulating
the same flow configuration on a set of successively finer grids, calculating various norms of the errors in the dependent vari-
ables h; un; ug, and f, and observing their behaviors as the grid spacing is reduced (i.e. their magnitudes and rates of con-
vergence to zero). (We have reverted back to using subscripts on the velocity components because below, we will need
to distinguish between the Cartesian components u and v and the cylindrical components ur and uh.) We consider the fol-
lowing three geometric/coordinate system configurations:

(1) Axisymmetric flow in an annulus in cylindrical coordinates (ANU_cyln)
(2) Axisymmetric flow in an annulus in Cartesian coordinates (ANU_Cart)
(3) Advection of a core of vorticity around an elliptic island in Cartesian coordinates (VCOR_ISL)

We perform the GRSs of ANU_cyln and ANU_Cart with all five models, but we perform only one GRS of VCOR_ISL using the
BVEM. The error norms we calculate are the standard L1; L2, and L1 norms and modified forms of these which we refer to as
the L01; L02, and L01 norms. The definitions of these norms and the methods used to calculate them are given in Appendix D.
The only difference between these two sets of norms is that the former span the whole flow domain while the latter exclude
one layer of h-point CVs adjacent to boundaries on the coarsest grid. For the GRSs of ANU_cyln and ANU_Cart, we calculate
the errors in both sets of norms. This is useful because any differences between the two sets reveals the behavior of the error
at and/or near the boundaries. For the GRS of VCOR_ISL, we only calculate the L01; L02, and L01 error norms; we cannot calculate
the L1; L2, and L1 norms due to difficulties in obtaining (approximations to) the exact solution at h-point CVs adjacent to
boundaries. This issue is discussed in detail in Appendix D.

The motivation for simulating axisymmetric flow in an annulus in both cylindrical and Cartesian coordinates is to eval-
uate the significance of geometric errors (i.e. errors that arise because the location of the boundary must be approximated on
the grid by stair-steps). In cylindrical coordinates ðn;gÞ ¼ ðr; hÞ, we can completely eliminate geometric errors by placing one
vertical grid line (vertical as seen in the rh plane) exactly on the inner boundary of the annulus and another exactly on its
outer boundary and taking these two grid lines to be the model boundaries. We can do this because, like the annulus
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boundaries, these vertical grid lines are lines of constant r. Note also that in cylindrical coordinates, the locations of the mod-
el boundaries do not change as we move from coarser to finer grids. On the other hand, there are geometric errors in Carte-
sian coordinates ðn;gÞ ¼ ðx; yÞ because the circular boundaries of the annulus must be approximated by stair-steps. In
addition, as we move from coarser to finer grids, the locations of the model boundaries change in order to better approximate
the shapes of the exact boundaries (although this change becomes smaller and smaller as we move to finer grids). Thus, any
differences in the behaviors of the errors between the GRSs of ANU_cyln and the GRSs of ANU_Cart will be due to the pres-
ence of geometric errors in the latter. (To be more precise, we should also consider errors due to the time integration. How-
ever, like Salmon [22], we have found that these are always much smaller than geometric and spatial truncation errors; the
results of our GRSs are not affected by the choice of time step Dt as long as we choose a Dt for which the integration is stable.
Thus, we can safely ignore the time integration errors.)

The annulus geometry, initial conditions, and forcing we will use in the GRSs of ANU_cyln and ANU_Cart are as follows.
The inner boundary of the annulus is at r ¼ 5 km, and the outer boundary is at r ¼ 25 km. Initially, the fluid is at rest and has
a uniform depth of 5 m. In cylindrical coordinates, we initiate motion in the azimuthal direction using the source term
Sg=ðnhÞ ¼ rSh=h on the RHS of the g ¼ h direction momentum equation (3). Here, Sh is a stress term given by
Sh ¼ ð10�3 m2 s�2Þ � h
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where t0; t1, and t2 in (98) have the same values as in (93). Sh provides a gradual input of azimuthal momentum between
t � t1 ¼ 5000 s and t � t2 ¼ 10;000 s. It generates vorticity as a function of r throughout the domain, including at the bound-
aries. Thus, it will test the ability of each model to advect vorticity along the boundaries. There is no source term on the RHS
of the n ¼ r direction momentum equation (2), i.e. Sn=ðmhÞ ¼ Sr=h ¼ 0. The corresponding source term on the RHS of the flux-
form vorticity equation (7) is
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In Cartesian coordinates, we initiate motion using the forcing functions Sn=ðmhÞ ¼ Sx=h and Sg=ðnhÞ ¼ Sy=h on the RHSs of the
x and y direction momentum equations (2) and (3). The Cartesian stress components Sx and Sy are obtained using a vector
component transformation from cylindrical to Cartesian coordinates, i.e.
Sx ¼ Sr cos h� Sh sin h ¼ �Sh sin h ¼ � y
r

ShðrÞ ð100Þ

Sy ¼ Sr sin hþ Sh cos h ¼ Sh cos h ¼ x
r

ShðrÞ ð101Þ
where r ¼ ðx2 þ y2Þ1=2. The corresponding source term on the RHS of the flux-form vorticity equation (7) is
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In the BVEM, we include a discrete counterpart of (99) or (102) (properly weighted by the areas of the boundary f-point CVs)
on the RHS of the vorticity equation at each boundary f-point. To calculate the derivative(s) in this discrete counterpart, we
first fit a quadratic polynomial of r; x, or y to rSh=h; Sy=h, or Sx=h using values of these quantities at the boundary f-point and
the two nearest u- or v-points. We then take the derivative of the polynomial and evaluate it at the boundary f-point. We
integrate all simulations to t ¼ 105 s � 1:16 d using RK4. The time steps used are specified below. Also, for simplicity, we set
f ¼ 0 in all simulations discussed in this section.

We set up the model grids in the GRSs of ANU_cyln and ANU_Cart as follows. In the GRSs of ANU_cyln, we locate the com-
putational grid in the rh plane such that one vertical grid line coincides with the boundary at r ¼ 5 km and another with the
boundary at r ¼ 25 km, and we take these two grid lines to be the model boundaries. Since the flow is axisymmetric, the
solution will not be a function of h. Thus, we use only one grid point in h and assume periodic boundary conditions in the
h direction (in agreement with the axisymmetric nature of the flow). We use the following successive numbers of grid points
in r: 40, 80, 160, 320, 640, 1280, 2560, 5120, and 10,240. The corresponding time steps are 20, 20, 10, 5, 4, 2, 1, 0.5, and 0.25 s.
The radial grid size Dr is 500 m on the coarsest grid and 1.953125 m on the finest. In the GRSs of ANU_Cart, we reduce mem-
ory usage and computation time by simulating the flow in only the upper-right quarter of the annulus in the xy plane,
assuming that any fluid that exits through the upper-left side of this quarter reenters through its lower-right side and vice
versa. We can do this because the flow is axisymmetric; thus, each of the four quarters will have the same solution (to within
a geometric rotation). We use grids with the following numbers of grid points in x and y to resolve the upper-right quarter:
52� 52; 104� 104; 208� 208; 416� 416, and 832� 832. The corresponding time steps are 20, 20, 10, 5, and 4 s. The grid
size is Dx ¼ Dy ¼ 500 m on the coarsest grid and 31.25 m on the finest. We do not use grids any finer than 832� 832 because
the memory requirements and computation times become prohibitive.

The original AL81 scheme (without land) is second-order accurate in Dn and Dg. Thus, the best we can expect from the
five boundary models is second-order convergence of the errors. We have plotted the L1; L2, and L1 as well as the L01; L02, and
L01 error norms of h, the velocity components ur and uh or u and v, and f as functions of the grid spacing at every 500 s. Note
that for both the GRSs of ANU_cyln and the GRSs of ANU_Cart, we use the 10,240-point simulation in cylindrical coordinates
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with the BVEM as the ‘‘exact” solution in order to calculate the error norms. This issue is discussed in Appendix D. Table 1
lists the rates of convergence to zero of the error norms for all five models for both the GRSs of ANU_cyln and the GRSs of
ANU_Cart. In the GRSs of ANU_cyln, the error norms as functions of Dr are almost exactly linear (on a log–log plot). In addi-
tion, the convergence rates stay essentially unchanged for all four dependent variables from about the beginning of the forc-
ing at t � 5000 s to the final time of t ¼ 105 s. In the GRSs of ANU_Cart, the error norms for the BVEM, FSM, and SSM are
either also very linear functions of Dx or Dy or are only slightly irregular (i.e. jagged). For the slightly irregular cases, we spec-
ify a range for the convergence rate in Table 1. For the BVEM, FSM, and SSM, the convergence rates of the error norms of h; u,
and v stay essentially unchanged from t � 5000 s to t ¼ 105 s while the rates for f remain mostly unchanged after the end of
the forcing at t � 10;000 s to t ¼ 105 s. On the other hand, the error norms for the EFDM and NSM in the GRSs of ANU_Cart
are usually very irregular functions of Dx or Dy, and they vary significantly in time. In these cases, it is difficult to determine
even a range for the convergence rate. Thus, in Table 1, we label these cases ‘‘irreg.” (irregular).

The results of the GRSs of ANU_cyln – both in terms of the magnitudes of the error norms and their convergence rates –
can be summarized as follows. The NSM has the lowest overall accuracy, followed by the FSM, followed in order of increasing
accuracy by the SSM, BVEM, and EFDM. The differences between the last three are small, found only in the magnitudes and
convergence rates of kDfk1; kDfk2, and kDfk1 (i.e. the L1; L2, and L1 error norms of f). As an example, we show in Fig. 8 plots
of kDfk1; kDfk2, and kDfk1 vs. Dr at t ¼ 105 s. For reference, we include all five models in the plots. Recall that these plots are
representative of the error norms of f throughout most of the integration period. A comparison of the SSM, BVEM, and EFDM
error norms in Fig. 8 shows that the SSM has the largest values for all three error norms. In addition, it has the same con-
vergence rate as the BVEM and EFDM for kDfk1 (a rate of 2) but has lower convergence rates for kDfk2 and kDfk1 (1.5 and 1
for the SSM vs. 2 and 1.1 for the BVEM and 2 and 2 for the EFDM). The BVEM and EFDM have almost identical magnitudes
and rates of convergence for kDfk1 and kDfk2, but the EFDM has a higher convergence rate for kDfk1 (2 vs. 1.1 for the BVEM).

Next, we consider the GRSs of ANU_Cart. Although the EFDM does very well in the cylindrical case, it breaks down com-
pletely in the Cartesian case. We can see this by the fact that none of its error norms in Table 1 converge; in fact, the ones of f
all diverge. This failure can be traced back to the calculation of the vorticity at convex corners using finite-differencing. The
NSM also performs quite poorly in Cartesian coordinates. For both these models, we observe grid-scale oscillations in h; u; v,
and f throughout the domain. For this reason, we consider these boundary models unfit for solving the inviscid SWEs in the
general case in which the exact boundaries are not aligned with the model grid lines (and thus must be approximated by
stair-steps). The remaining three models – the BVEM, FSM, and SSM – have almost identical magnitudes and rates of con-
vergence for the six error norms of h; u, and v. However, differences between these three models exist in the error norms
of f. As an example, we show in Fig. 9 plots of kDfk1; kDfk2, and kDfk1 vs. Dx or Dy at t ¼ 105 s. For comparison with
Fig. 8, we include all five models in these plots. From the figure, we can see that the FSM has larger error magnitudes
and smaller convergence rates than the BVEM and SSM. This is the case throughout the integration. Thus, the FSM does
not perform as well as the BVEM or SSM with respect to these three error norms of f. We can also see from Fig. 9 that
kDfk1; kDfk2, and kDfk1 for the SSM are always larger than for the BVEM (and again, this is the case throughout the inte-
gration). These differences are small for kDfk1 and kDfk2 but can be significant for kDfk1. For example, at a resolution of
Table 1
Rates of convergence of the various error norms of h, the velocity components, and f with decreasing grid size for the five models used in the grid resolution
studies of axisymmetric flow in an annulus in cylindrical (ANU_cyln) and Cartesian (ANU_Cart) coordinates

Cylindrical (ANU_cyln) Cartesian (ANU_Cart)

h ur uh f h u v f

La L0 L L0 L L0 L L0 L L0 L L0 L L0 L L0

BVEM 1 2 2 2 2 2 2 2 2 1 1–1.25 1 1–1.25 1 1–1.25 1–1.25 1–1.25
2 2 2 2 2 2 2 2 2 0.5 1–1.25 0.5 1–1.25 0.5 1–1.25 1–1.25 1–1.25
1 2 2 2 2 2 2 1.1 2 0 1–1.25 0 1.5 0 1.5 0.75–1 1–1.25

EFDM 1 2 2 2 2 2 2 2 2 irreg.b irreg. irreg. irreg. irreg. irreg. div.c div.
2 2 2 2 2 2 2 2 2 irreg. irreg. irreg. irreg. irreg. irreg. div. div.
1 2 2 2 2 2 2 2 2 irreg. irreg. irreg. irreg. irreg. irreg. div. div.

FSM 1 2 2 2 2 2 2 1 2 1 1–1.25 1 1–1.25 1 1–1.25 0.75 0.5–0.75
2 1.5 2 2 2 2 2 0.5 2 0.5 1–1.25 0.5 1–1.25 0.5 1–1.25 0.5 0.5–0.75
1 1 2 2 2 1 2 0 2 0 1–1.25 0 1.5 0 1.5 0 irreg.

SSM 1 2 2 2 2 2 2 2 2 1 1–1.25 1 1–1.25 1 1–1.25 1–1.25 1–1.25
2 2 2 2 2 2 2 1.5 2 0.5 1–1.25 0.5 1–1.25 0.5 1–1.25 1.25 1–1.25
1 2 2 2 2 2 2 1 2 0 1–1.25 0 1.5 0 1.5 1–1.25 0.75–1.25

NSM 1 1 1 1 1 1 1 0 1 0.25–0.5 0.25–0.5 0–0.5 0–0.5 0–0.5 0–0.5 div. div.
2 0.5 1 1 1 0.5 1 div. 1 0.5–0.75 0.25–0.75 0–0.5 0–0.5 0–0.5 0–0.5 div. div.
1 0 1 1 1 0 1 div. 1 irreg. irreg. irreg. irreg. irreg. irreg. div. div.

a L1; L2, and L1 are the norms with all fluid h-points in the domain included, and L01; L02, and L01 are the norms with the layer of coarsest-grid h-points
adjacent to the boundary excluded (see Appendix D).

b ‘‘irreg.” indicates an irregular (i.e. jagged) dependence of the error norm on the grid size. In such cases, it is difficult to determine a rate of convergence.
c ‘‘div.” indicates that the error norm grows (diverges) with decreasing grid size.



Fig. 8. L1; L2, and L1 error norms of f at t ¼ 105 s from the grid refinement studies of axisymmetric flow in an annulus in cylindrical coordinates
(ANU_cyln). Results from all five boundary models are shown. The dashed lines are reference lines having the indicated slopes. The solution from the
10,240-point simulation with the EFDM is taken as the ‘‘exact” solution in order to calculate the errors in all five models (see Appendix D). For this reason,
there are nine data points for the BVEM, FSM, SSM, and NSM corresponding to the nine grids but only eight for the EFDM (the ninth point has a value of
zero). The data point for kDfk1 for the BVEM on the finest grid ðDr ¼ 1:953125 mÞ does not appear because its value is less than 10�13 s�1.

Fig. 9. L1; L2, and L1 error norms of f at t ¼ 105 s from the grid refinement studies of axisymmetric flow in an annulus in Cartesian coordinates (ANU_Cart).
Results from all five boundary models are shown. The dashed lines are reference lines having the indicated slopes. The solution from the 10,240-point
cylindrical simulation with the EFDM is taken as the ‘‘exact” solution in order to calculate the errors in all five models (see Appendix D).
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Dx ¼ Dy ¼ 125 m, we can see from Fig. 9 that kDfk1 for the SSM ð� 1:04� 10�5 s�1Þ is about four times larger than kDfk1 for
the BVEM ð� 2:60� 10�6 s�1Þ. The f error norms for the SSM are larger than those for the BVEM despite the fact that the
convergence rates of kDfk2 and kDfk1 for the SSM (which are 1.25 and 1–1.25, respectively; see Table 1) are slightly higher
than those for the BVEM (with rates of 1–1.25 and 0.75). As we can see in Fig. 9, this is because the SSM error norms start out
with larger values on the coarsest grid. Note also that as Dx and Dy are reduced, kDfk1 and kDfk2 for the SSM merge from
above with kDfk1 and kDfk2 for the BVEM. Thus, the convergence rates of kDfk1 and kDfk2 are very likely the same for these
two models in the limit as the grid spacing goes to zero. We suspect that the kDfk1 values for these two models may also
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merge in this limit (and thus their convergence rates become identical) because both models are formally first-order accu-
rate in Dx and Dy. [The truncation errors in the boundary vorticity equations used by the BVEM (Appendix A) are first-order
in Dx and Dy, and the super-slip boundary condition used by the SSM is just an extrapolation of the vorticity from within the
fluid to the boundaries with error that is first-order in Dx and Dy.]

The behaviors of kDfk01; kDfk02, and kDfk01 (i.e. the L01; L02, and L01 error norms of f) for the BVEM, FSM, and SSM are more
straightforward. As above, the FSM generates both larger magnitudes and smaller convergence rates than the BVEM and SSM
for these error norms. Thus, it does not perform as well as the BVEM or SSM with respect to these error norms. The magni-
tudes and convergence rates of kDfk01 and kDfk02 are almost identical for the BVEM and SSM, and the convergence rates of
kDfk01 for these two models are also about the same. However, the BVEM almost always produces smaller magnitudes for
kDfk01 than does the SSM.

In summary, in the GRSs of ANU_Cart, all six error norms of f for the BVEM are less than or equal to those for the SSM,
which are in turn always less than those for the FSM. Also, all six error norms of h;u, and v are almost identical for the BVEM,
SSM, and FSM. Finally, many or all of the error norms for the EFDM and NSM fail to converge, and in some cases they diverge.
Based on these results, we conclude that in the GRSs of ANU_Cart, the BVEM is the most accurate model, followed in order of
decreasing accuracy by the SSM, the FSM, and the NSM and/or EFDM.

In light of the results of the conservation test in Section 8.1 and the grid refinement studies performed so far in this sec-
tion, it is clear that the BVEM provides the best overall results. In the conservation test, it is the only model that conserves all
four domain-summed quantities. It is also the only model that simultaneously prevents a spurious energy cascade to the
small scales and maintains an overall flow pattern that is in the direction of the forcing. In the GRSs of axisymmetric flow
in an annulus in Cartesian coordinates (ANU_Cart), it generates error norms of f that are the smallest of the five models,
and it generates error norms of h; u, and v that are practically identical to the ones generated by the FSM and SSM (while
the EFDM and NSM generate errors that do not converge and sometimes even diverge). Finally, in the GRSs of axisymmetric
flow in an annulus in cylindrical coordinates (ANU_cyln), the BVEM generates results that are as or more accurate than all
the other models except the EFDM. The only difference between the BVEM and EFDM in the GRSs of ANU_cyln is that the
EFDM has a convergence rate of 2 for kDfk1 while the BVEM has a rate of 1.1. Recall, however, that the EFDM fails to even
converge in the GRSs of ANU_Cart; thus, it is not useful in the general case in which fluid–land boundaries are not exactly
aligned with the model grid lines.

A clear trend in Table 1 is the reduction in convergence rates for the BVEM, FSM, and SSM as we go from cylindrical to
Cartesian coordinates. As stated earlier, this is due to the presence of geometric errors in the GRSs of ANU_Cart, i.e. it is
due to the fact that the model boundary in Cartesian coordinates is shifting as the grid is refined. Note from Table 1 that
for all three models, the L1 error norms of h; u, and v do not converge. This is expected because the model boundary is al-
ways a stair-step. As a result, at or near the boundary the deviation from the exact solution (in which the boundary is cir-
cular) will always be large, i.e. if we ‘‘zoom-in” sufficiently to the model boundary, the solution there will look like flow
around stair-steps; it will not look like flow around a smooth circle. This will be the case regardless of the grid spacing.
The behavior of the L1 error norm (defined as the maximum absolute value of the error; see Appendix D) is indicating
the presence of this error at or near the boundary. On the other hand, away from boundaries, the convergence is much im-
proved, as seen by the 1–1.25 or 1.5 convergence rates of the L01; L02, and L01 error norms of h; u, and v.

In order to verify that the convergence rates obtained in the GRS of ANU_Cart with the BVEM can be reproduced in other
flow configurations – especially configurations that are truly 2D in the sense that they cannot be reduced to a 1D problem in a
different coordinate system – we now perform a final GRS with the BVEM of a flow in which a rotating core of positive vorticity
is advected around an elliptic island (VCOR_ISL). The simulations in this GRS are in Cartesian coordinates with periodic bound-
ary conditions in both x and y along the edges of the 20 km� 20 km domain. The island geometry and initial vorticity field are
shown in Fig. 10a. The expressions for the initial conditions and forcing for this set of simulations are similar to the ones for the
conservation test in Section 8.1, so we do not give them here. We integrate the model to t ¼ 50;000 s � 0:58 d using RK4, and
we use grids with the following numbers of grid points in x and y: 40� 40; 80� 80; 160� 160; 320� 320; 640� 640, and
1280� 1280. Due to computer memory constraints, we do not use grids any finer than 1280� 1280. The corresponding time
steps are 20, 20, 10, 5, 4, and 2 s. The grid size is Dx ¼ Dy ¼ 500 m on the coarsest grid and 15:625 m on the finest. Note that, as
in the GRSs of ANU_Cart, in this GRS the model boundaries shift as we move from coarser to finer grids in order to better
approximate the elliptic boundary. As discussed in Appendix D, with a shifting boundary we cannot calculate the L1; L2,
and L1 error norms of h; u; v, and f and must instead calculate the L01; L02, and L01 error norms. In calculating these, we take
the simulation on the 1280� 1280 grid as the ‘‘exact” solution.

Fig. 10 shows plots of the vorticity on the 1280� 1280 grid at the beginning and end of the simulation. The vorticity core
is initially advected toward the island by a uniform westerly forcing and subsequently gets stretched around the top of it.
This flow is a thorough test of the boundary formulation because the vorticity core interacts heavily with the island’s bound-
ary. To assess the accuracy of the model, we plot the L01; L02, and L01 error norms of h; u; v, and f at every 2000 s. As an exam-
ple, we show in Fig. 11 the L01; L02, and L01 error norms of u at the final time of t ¼ 50;000 s. We can see from this figure that
kDuk01; kDuk02, and kDuk01 all have rates of convergence of about 1.5. Similar plots for h; v, and f indicate that the L01; L02, and
L01 error norms of h and v at 50,000 s also converge at a rate of about 1.5 while those of f converge at a rate of about 1. These
convergence rates are representative (to within ±0.25) of the rates between 40,000 and 50,000 s, which is the period in which
the vorticity core interacts most heavily with the boundary. Before 40,000 s, the convergence rates are generally higher be-
cause the core has not yet fully interacted with the boundary (and thus the accuracy of the simulations is closer to that of the



Fig. 10. Vorticity field on the 1280� 1280 grid at (a) t ¼ 0 s and (b) t ¼ 50;000 s � 0:58 d for the grid resolution study of advection of a core of vorticity
around an elliptic island in Cartesian coordinates (VCOR_ISL) with the BVEM. The black regions are land, and both plots use the same gray scale for the
vorticity. For plotting purposes, f has been averaged from f-points to h-points.

Fig. 11. L01; L02, and L01 error norms of u at t ¼ 50;000 s from the grid refinement study of advection of a core of vorticity around an elliptic island in Cartesian
coordinates (VCOR_ISL) with the BVEM. The dashed lines are reference lines having the indicated slopes. The solution from the 1280� 1280 simulation is
taken as the ‘‘exact” solution in order to calculate the errors (see Appendix D).
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AL81 scheme without land, which is second-order). Since the convergence rates for this flow are similar to those listed in
Table 1, we conclude that the accuracy results obtained in the GRS of ANU_Cart with the BVEM are valid for general flows.

9. Conclusion

We have derived a new boundary scheme that allows the mass, energy, vorticity, and potential enstrophy conserving
scheme of Arakawa and Lamb [4] for the inviscid shallow water equations to be implemented in domains with arbitrarily
shaped boundaries, e.g. in domains with embedded islands, while maintaining all four conservation properties. We are con-
cerned with arbitrarily shaped fluid–land boundaries because these are encountered in ocean models and in atmospheric
models that use vertical coordinates that intersect the topography.

In our boundary scheme, we denote each h-point control volume (i.e. each grid box) as consisting of either entirely fluid
or entirely land (a stair-step approach). To enforce the no-flux condition, we set the velocity components on control volume
faces shared by a fluid and a land h-point to zero. This ensures conservation of domain-summed mass and energy. To
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conserve domain-summed vorticity and potential enstrophy, we use specially formulated evolution equations for the vortic-
ity and extrapolation formulas for the depth in order to obtain these two quantities at f-points (i.e. grid-box corners) that lie
on boundaries. We then calculate the potential vorticity at such f-points by dividing the vorticity by the depth.

We ran numerical simulations demonstrating the conservation properties and accuracy of the new boundary scheme and
comparing its performance with those of four alternative schemes for treating the boundaries. The latter consisted of the
extrapolation/finite-differencing, the free-slip, the super-slip, and the no-slip schemes. The only difference between the five
schemes is the way in which the vorticity at boundaries is calculated. Also, all five schemes conserve domain-summed mass
and energy. Out of the five, we found that the new scheme gives the best results in terms of both conservation and accuracy.
In the (long-term) conservation test, it was the only one of the five that conserved all four domain-summed quantities (i.e.
mass, energy, vorticity, and potential enstrophy). It was also the only one that simultaneously prevented a spurious energy
cascade to the small scales and maintained an overall flow orientation that was in the direction of the forcing. In the (short-
term) accuracy tests, it generated vorticity fields that had smaller errors than the fields generated by the most accurate alter-
native scheme, and it generated depth and velocity fields that had errors about equal to those in the fields generated by the
most accurate alternative scheme(s). The only exception to this was in the grid refinement study of axisymmetric flow in an
annulus in cylindrical coordinates. In that study, the L1 error norm of the vorticity generated by the new scheme did not
converge as quickly as the one generated by the extrapolation/finite-differencing scheme (rate of 1.1 vs. 2). However, this
was negated by the fact that the extrapolation/finite-differencing scheme completely failed in the grid refinement study
of axisymmetric flow in an annulus in Cartesian coordinates.

It is not too surprising that the four alternative boundary schemes do not perform so well as the new scheme derived in
this paper. This is because in an inviscid model, the only physically meaningful condition that must be enforced at bound-
aries is the no-flux condition. Any additional boundary conditions are extraneous in the sense that they are not mathemat-
ically needed or physically justified. As pointed out in Section 6, in the inviscid SWEs, the vorticity at boundaries is a time-
dependent quantity with a corresponding evolution equation. Thus, just as we do for the fluid depth and velocity compo-
nents at points inside the fluid, the correct procedure for obtaining the vorticity at boundaries is to solve the proper evolution
equation for it.
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Appendix A. Summary of boundary scheme

Here, we list the discrete vorticity equation, the expression for hðqÞ, and the area associated with the f-point CV for each of
the 12 possible boundary f-point fluid–land configurations:

� Concave corner, fluid to the northwest:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ FðfÞ;NW

iþ1=2;jþ1=2 � GðfÞ;NW
iþ1=2;jþ1=2 ðA:1Þ

hðqÞiþ1=2;jþ1=2 ¼
Pi;jþ1

4AðfÞiþ1=2;jþ1=2

ðA:2Þ

AðfÞiþ1=2;jþ1=2 ¼ AðfÞ;NW
iþ1=2;jþ1=2 ðA:3Þ
� Concave corner, fluid to the northeast:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �FðfÞ;NE

iþ1=2;jþ1=2 � GðfÞ;NE
iþ1=2;jþ1=2 ðA:4Þ

hðqÞiþ1=2;jþ1=2 ¼
Piþ1;jþ1

4AðfÞiþ1=2;jþ1=2

ðA:5Þ

AðfÞiþ1=2;jþ1=2 ¼ AðfÞ;NE
iþ1=2;jþ1=2 ðA:6Þ
� Concave corner, fluid to the southwest:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ FðfÞ;SW

iþ1=2;jþ1=2 þ GðfÞ;SW
iþ1=2;jþ1=2 ðA:7Þ

hðqÞiþ1=2;jþ1=2 ¼
Pi;j

4AðfÞiþ1=2;jþ1=2

ðA:8Þ

AðfÞiþ1=2;jþ1=2 ¼ AðfÞ;SW
iþ1=2;jþ1=2 ðA:9Þ
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� Concave corner, fluid to the southeast:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �FðfÞ;SE

iþ1=2;jþ1=2 þ GðfÞ;SE
iþ1=2;jþ1=2 ðA:10Þ

hðqÞiþ1=2;jþ1=2 ¼
Piþ1;j

4AðfÞiþ1=2;jþ1=2

ðA:11Þ

AðfÞiþ1=2;jþ1=2 ¼ AðfÞ;SE
iþ1=2;jþ1=2 ðA:12Þ
� Horizontal wall, fluid to the north:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �ðF

ðfÞ;NE
iþ1=2;jþ1=2 � FðfÞ;NW

iþ1=2;jþ1=2Þ � GðfÞiþ1=2;jþ1 ðA:13Þ

hðqÞiþ1=2;jþ1=2 ¼
Pn

iþ1=2;jþ1

2AðfÞiþ1=2;jþ1=2

ðA:14Þ

AðfÞiþ1=2;jþ1=2 ¼ ðA
ðfÞ;NW þ AðfÞ;NEÞiþ1=2;jþ1=2 ðA:15Þ
� Horizontal wall, fluid to the south:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �ðF

ðfÞ;SE
iþ1=2;jþ1=2 � FðfÞ;SW

iþ1=2;jþ1=2Þ þ GðfÞiþ1=2;j ðA:16Þ

hðqÞiþ1=2;jþ1=2 ¼
P

n
iþ1=2;j

2AðfÞiþ1=2;jþ1=2

ðA:17Þ

AðfÞiþ1=2;jþ1=2 ¼ ðA
ðfÞ;SW þ AðfÞ;SEÞiþ1=2;jþ1=2 ðA:18Þ
� Vertical wall, fluid to the west:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �FðfÞiþ1;jþ1=2 � ðG

ðfÞ;NE
iþ1=2;jþ1=2 � GðfÞ;SE

iþ1=2;jþ1=2Þ ðA:19Þ

hðqÞiþ1=2;jþ1=2 ¼
P

g
iþ1;jþ1=2

2AðfÞiþ1=2;jþ1=2

ðA:20Þ

AðfÞiþ1=2;jþ1=2 ¼ ðA
ðfÞ;NE þ AðfÞ;SEÞiþ1=2;jþ1=2 ðA:21Þ
� Vertical wall, fluid to the east:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ FðfÞi;jþ1=2 � ðG

ðfÞ;NW
iþ1=2;jþ1=2 � GðfÞ;SW

iþ1=2;jþ1=2Þ ðA:22Þ

hðqÞiþ1=2;jþ1=2 ¼
P

g
i;jþ1=2

2AðfÞiþ1=2;jþ1=2

ðA:23Þ

AðfÞiþ1=2;jþ1=2 ¼ ðA
ðfÞ;NW þ AðfÞ;SWÞiþ1=2;jþ1=2 ðA:24Þ
� Convex corner, land to the southeast:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �ðF

ðfÞ;NE
iþ1=2;jþ1=2 � FðfÞi;jþ1=2Þ � ðG

ðfÞ
iþ1=2;jþ1 � GðfÞ;SW

iþ1=2;jþ1=2Þ ðA:25Þ

hðqÞiþ1=2;jþ1=2 ¼
Pi;jþ1 þPiþ1;jþ1 þPi;j

4AðfÞiþ1=2;jþ1=2

ðA:26Þ

AðfÞiþ1=2;jþ1=2 ¼ ðA
ðfÞ;NW þ AðfÞ;NE þ AðfÞ;SWÞiþ1=2;jþ1=2 ðA:27Þ
� Convex corner, land to the southwest:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �ðF

ðfÞ
iþ1;jþ1=2 � FðfÞ;NW

iþ1=2;jþ1=2Þ � ðG
ðfÞ
iþ1=2;jþ1 � GðfÞ;SE

iþ1=2;jþ1=2Þ ðA:28Þ

hðqÞiþ1=2;jþ1=2 ¼
Pi;jþ1 þPiþ1;jþ1 þPiþ1;j

4AðfÞiþ1=2;jþ1=2

ðA:29Þ

AðfÞiþ1=2;jþ1=2 ¼ ðA
ðfÞ;NW þ AðfÞ;NE þ AðfÞ;SEÞiþ1=2;jþ1=2 ðA:30Þ
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� Convex corner, land to the northeast:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �ðF

ðfÞ;SE
iþ1=2;jþ1=2 � FðfÞi;jþ1=2Þ � ðG

ðfÞ;NW
iþ1=2;jþ1=2 � GðfÞiþ1=2;jÞ ðA:31Þ

hðqÞiþ1=2;jþ1=2 ¼
Pi;jþ1 þPi;j þPiþ1;j

4AðfÞiþ1=2;jþ1=2

ðA:32Þ

AðfÞiþ1=2;jþ1=2 ¼ ðA
ðfÞ;NW þ AðfÞ;SW þ AðfÞ;SEÞiþ1=2;jþ1=2 ðA:33Þ
� Convex corner, land to the northwest:
d
dt
ðAðfÞfÞiþ1=2;jþ1=2 ¼ �ðF

ðfÞ
iþ1;jþ1=2 � FðfÞ;SW

iþ1=2;jþ1=2Þ � ðG
ðfÞ;NE
iþ1=2;jþ1=2 � GðfÞiþ1=2;jÞ ðA:34Þ

hðqÞiþ1=2;jþ1=2 ¼
Piþ1;jþ1 þPi;j þPiþ1;j

4AðfÞiþ1=2;jþ1=2

ðA:35Þ

AðfÞiþ1=2;jþ1=2 ¼ ðA
ðfÞ;NE þ AðfÞ;SW þ AðfÞ;SEÞiþ1=2;jþ1=2 ðA:36Þ
In the vorticity equations above, the vorticity fluxes FðfÞ; GðfÞ; FðfÞ;NW, and FðfÞ;SW are given by (49), (50), (67) and (68), and the
rest are given as follows:
FðfÞ;NE
iþ1=2;jþ1=2 ¼ Fn 1

2
�qng � 1

12
ðdg�qnÞ

� �� �
iþ1;jþ1

� 1
24
ðdgGÞiþ1;jþ1ðdnqÞiþ1;jþ1=2 ðA:37Þ

FðfÞ;SE
iþ1=2;jþ1=2 ¼ Fn 1

2
�qng þ 1

12
ðdg�qnÞ

� �� �
iþ1;j
� 1

24
ðdgGÞiþ1;jðdnqÞiþ1;jþ1=2 ðA:38Þ

GðfÞ;NW
iþ1=2;jþ1=2 ¼ G

g 1
2

�qng þ 1
12
ðdn�qgÞ

� �� �
i;jþ1
� 1

24
ðdnFÞi;jþ1ðdgqÞiþ1=2;jþ1 ðA:39Þ

GðfÞ;NE
iþ1=2;jþ1=2 ¼ G

g 1
2

�qng � 1
12
ðdn�qgÞ

� �� �
iþ1;jþ1

� 1
24
ðdnFÞiþ1;jþ1ðdgqÞiþ1=2;jþ1 ðA:40Þ

GðfÞ;SW
iþ1=2;jþ1=2 ¼ G

g 1
2

�qng þ 1
12
ðdn�qgÞ

� �� �
i;j

� 1
24
ðdnFÞi;jðdgqÞiþ1=2;j ðA:41Þ

GðfÞ;SE
iþ1=2;jþ1=2 ¼ G

g 1
2

�qng � 1
12
ðdn�qgÞ

� �� �
iþ1;j
� 1

24
ðdnFÞiþ1;jðdgqÞiþ1=2;j ðA:42Þ
Also, the area AðfÞ;NW is given by (79), and AðfÞ;NE
; AðfÞ;SW, and AðfÞ;SE are given by
AðfÞ;NE
iþ1=2;jþ1=2 ¼

1
4

AðhÞiþ1;jþ1 ðA:43Þ

AðfÞ;SW
iþ1=2;jþ1=2 ¼

1
4

AðhÞi;j ðA:44Þ

AðfÞ;SE
iþ1=2;jþ1=2 ¼

1
4

AðhÞiþ1;j ðA:45Þ
Appendix B. Descriptions of EFDM, FSM, SSM, and NSM

In the EFDM, we use extrapolation and finite-differencing to calculate the relative vorticity frel [given by (5)] at bound-
aries. At horizontal walls, we calculate frel by setting oðv=nÞ=on to zero and obtaining oðu=mÞ=og by fitting a quadratic func-
tion of g to u=m through its values at the three u-points nearest to the wall, taking the derivative of this quadratic with
respect to g, and evaluating the resulting linear function of g at the wall. We use an analogous extrapolation procedure
to obtain frel at vertical walls. At convex corners, we use the relative part of the right-hand side of (21), i.e.
ðfrelÞiþ1=2;jþ1=2 ¼
1

AðfÞ
fdnðvDsgÞ � dgðuDsnÞg

� �
iþ1=2;jþ1=2

ðB:1Þ
Note that this is a finite-difference expression for frel. Finally, at concave corners, we simply set frel to zero.
In the FSM, we enforce the free-slip condition at boundaries [37]. This consists of setting the derivative normal to the

boundary of the velocity component tangent to the boundary to zero. Since frel at boundaries can be expressed solely in
terms of the normal derivative of the tangential velocity component, the free-slip condition implies zero relative vorticity
at boundaries. Thus, in the FSM, we set frel at boundary f-points to zero. (Note that, strictly speaking, the term ‘‘free-slip”
implies zero shear at the boundary only for viscous flows. This is because in such flows, the stress at the boundary is pro-
portional to the product of a nonzero viscosity and the shear. On the other hand, in inviscid flows, the stress is always zero
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regardless of the shear because the viscosity is zero. Nevertheless, here we use the term ‘‘free-slip” to mean zero normal
shear, or, equivalently, zero relative vorticity at the boundary.)

In the SSM, we enforce the super-slip condition [37]. This consists of setting the derivative normal to the boundary of frel

to zero. At f-points located on horizontal or vertical walls, we do this by setting frel to its value at the nearest fluid f-point. For
example, at the boundary f-point at ðiþ 1=2; jþ 1=2Þ on the horizontal wall in Fig. 4b, we set frel to its value at
ðiþ 1=2; jþ 3=2Þ. The procedure for finding frel at convex and concave corners is more complex because it involves bilinear
fitting. At convex corners, we assume frel has a bilinear functional form over the one neighboring fluid h-point CV that has
three of its corners in fluid and the fourth at the convex corner. Recall that bilinear functions in 2D contain four coefficients.
To determine these, we must impose four independent conditions. For three of these, we require that the bilinear function
give the known values of frel at the three fluid corners of the h-point CV. [These known values are obtained by subtracting f
from the expression for f given by (21), or, equivalently, by using (B.1).] For the fourth condition, we require that the deriv-
ative normal to the boundary of the bilinear function for frel be zero at the fourth corner of the h-point CV (i.e. at the convex
corner in consideration). We take the direction normal to the boundary to be along the diagonal line that passes through the
convex corner and the center of the h-point CV. Note that this line is at an angle � tan�1ðDg=DnÞ to the horizontal. We use
these four conditions to determine the four coefficients in the bilinear function for frel. We then use this function to calculate
frel at the convex corner. We use a similar procedure to obtain frel at concave corners.

Finally, in the NSM, we enforce the no-slip condition. This consists of setting the velocity component tangent to the
boundary to zero. We use this condition to obtain frel at boundaries as follows. At horizontal walls, we calculate frel by setting
oðv=nÞ=on to zero and obtaining oðu=mÞ=og by fitting a quadratic function of g to u=m through its values at the two u-points
nearest to the wall and the no-slip condition u=m ¼ 0 at the wall, taking the derivative of this quadratic with respect to g, and
evaluating the resulting linear function of g at the wall. We use an analogous procedure to obtain frel at vertical walls. At
convex corners, we use (B.1), and at concave corners, we simply set frel to zero. Note that the methods used to obtain frel

at convex and concave corners are identical in the EFDM and NSM models.

Appendix C. Excluded fluid–land configurations

For coding convenience, we exclude from the model fluid–land configurations in which exactly two of the four h-point
CVs around a f-point are land and are positioned diagonally from each other (while the remaining two are fluid and are also
positioned diagonally from each other). There are two such configurations; they are shown in Fig. 2. These complicate the
computer code because they require two values of any physical quantity (e.g. the vorticity f or the depth hðqÞ) at the f-point.
One value is associated with the flow in one of the fluid h-point CVs and the other is associated with the flow in the other.
Two values are required because the flows in the two fluid CVs are not directly connected and thus do not share the same
boundary value.

If one or both of these configurations are encountered while trying to represent an arbitrary distribution of fluid and land
on the model grid, the preferred remedy is to increase the model resolution so that the diagonal land strips that such con-
figurations represent are better resolved. If this is not possible, one or both of the two fluid h-point CVs in such configurations
must be reset to land, or one or both of the land h-point CVs must be reset to fluid. Note that this is not an issue in the numer-
ical simulations presented in this paper because in these, the two excluded configurations are never encountered.

We emphasize here that there is no fundamental obstacle to including these two fluid–land configurations in the model;
we have excluded them only for convenience. We can obtain both sets of quantities at the double-valued f-points associated
with these configurations using the appropriate equations and formulas from Appendix A. For example, to obtain the values
of f and hðqÞ associated with the flow to the northeast of the f-point in Fig. 2a [which are needed to calculate the right-hand
side of the u equation (16) at ðiþ 3=2; jþ 1Þ and the right-hand side of the v equation (17) at ðiþ 1; jþ 3=2Þ], we treat the f-
point as if it were located at a concave corner with fluid only to its northeast. We can then use (A.4)–(A.6) to obtain f and hðqÞ.
To obtain the values of f and hðqÞ associated with the flow to the southwest of this same f-point, we use (A.7)–(A.9). Similarly,
to obtain the values of f and hðqÞ associated with the flow to the northwest of the f-point in Fig. 2b, we use (A.1)–(A.3), and to
obtain the values associated with the flow to the southeast, we use (A.10)–(A.12). This treatment of double-valued f-points
maintains all four conservation properties of the boundary scheme.
Appendix D. Calculation of error norms

In Section 8.2, we present results from grid refinement studies (GRSs) of axisymmetric flow in an annulus in both cylin-
drical (ANU_cyln) and Cartesian (ANU_Cart) coordinates and a GRS of advection of a core of vorticity around an elliptic island
in Cartesian coordinates (VCOR_ISL). We then analyze the behaviors of the L1; L2, and L1 and/or the L01; L02, and L01 error
norms of h; un; ug, and f as the grid is refined in order to assess the accuracies of the various boundary models (i.e. the
BVEM, EFDM, FSM, SSM, and NSM). In this appendix, we present the definitions of these error norms and the methods used
to calculate them.

Given an approximate scalar field /ðn;gÞ and its exact counterpart /ðeÞðn;gÞ, we define the error D/ in / as follows:
D/ ¼ /� /ðeÞ ðD:1Þ
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The L1; L2, and L1 norms of D/ are given by
kD/k1 ¼
1
A

Z
X
jD/jdsn dsg ¼

1
A

Z
X
jD/jdA ðD:2Þ

kD/k2 ¼
1
A

Z
X
jD/j2 dsn dsg

� �1=2

¼ 1
A

Z
X
jD/j2 dA

� �1=2

ðD:3Þ

kD/k1 ¼ max
ðn;gÞ2X

jD/j ðD:4Þ
Recall from Section 2 that X is the flow domain in the ng plane (not including land bodies), and dsn ¼ dn=m and dsg ¼ dg=n
are incremental physical distances along curves of constant g and n, respectively. In (D.2) and (D.3), A denotes the physical
area of X, and dA ¼ dsn dsg is an infinitesimal portion of A. Thus, A is given by
A ¼
Z

X
dA ¼

Z
X

dsn dsg ¼
Z

X

dn
m

dg
n

ðD:5Þ
We discretize (D.2)–(D.4) over h-point CVs as follows:
kD/k1 ¼
1
A

X
fluid

h-points

jðD/Þi;jjA
ðhÞ
i;j ðD:6Þ

kD/k2 ¼
1
A

X
fluid

h-points

jðD/Þi;jj
2AðhÞi;j

2664
3775

1=2

ðD:7Þ

kD/k1 ¼ max
fluid

h-points

jðD/Þi;jj ðD:8Þ
We calculate the total fluid area A appearing in (D.6) and (D.7) using the following discrete counterpart of (D.5):
A ¼
X
fluid

h-points

AðhÞi;j ðD:9Þ
In these expressions, AðhÞi;j given by (15) is the physical area of the h-point CV at ði; jÞ, and ðD/Þi;j is the error in / evaluated at
the center of this CV. The way ðD/Þi;j is calculated depends on the quantity that / represents. Here, we are interested in the
case of / representing h; un; ug, or f. We calculate the errors in these four quantities as follows:
ðDhÞi;j ¼ hi;j � ðhðeÞÞi;j ðD:10Þ
ðDunÞi;j ¼ ðunÞ

n

i;j � ðu
ðeÞ
n Þi;j ðD:11Þ

ðDugÞi;j ¼ ðugÞ
g
i;j � ðuðeÞg Þi;j ðD:12Þ

ðDfÞi;j ¼ f
ng
i;j � ðf

ðeÞÞi;j ðD:13Þ
In these, ðhðeÞÞi;j; ðu
ðeÞ
n Þi;j; ðu

ðeÞ
g Þi;j, and ðfðeÞÞi;j denote the exact values of h; un, ug, and f at the center of the CV at ði; jÞ [or, more

briefly, at ði; jÞ]. Note that we do not have analytic solutions to any of the flows simulated in Section 8.2. Thus, we must some-
how approximate the exact values in (D.10)–(D.13). We describe this procedure below.

Given a set of simulations on successively finer grids, we in general obtain an approximation to the exact solution (which
we will refer to as the ‘‘exact” solution) using the solution on the finest grid. This is the approach we use in the GRSs of AN-
U_cyln and VCOR_ISL in Section 8.2. (Note that we would normally also use this approach in the GRSs of ANU_Cart, but it
turns out that we can obtain a much better approximation to the exact solution in this case by using the solution from
the finest-grid simulation in cylindrical coordinates with the EFDM. We discuss this in more detail later below.) More spe-
cifically, we calculate the ‘‘exact” value of a quantity at ði; jÞ on a given coarser grid by taking the average of its values at those
h-point CVs on the finest grid that lie inside the coarser-grid h-point CV at ði; jÞ. Thus, we have
ðhðeÞÞi;j ¼
1

NnNg
�

Xi0maxðiÞ

i0¼i0minðiÞ

Xj0maxðjÞ

j0¼j0minðjÞ

h�i0 ;j0 ðD:14Þ

ðuðeÞn Þi;j ¼
1

NnNg
�

Xi0maxðiÞ

i0¼i0minðiÞ

Xj0maxðjÞ

j0¼j0minðjÞ

ðu�nÞ
n

i0 ;j0 ðD:15Þ

ðuðeÞg Þi;j ¼
1

NnNg
�

Xi0maxðiÞ

i0¼i0minðiÞ

Xj0maxðjÞ

j0¼j0minðjÞ

ðu�gÞ
g
i0 ;j0 ðD:16Þ

ðfðeÞÞi;j ¼
1

NnNg
�

Xi0maxðiÞ

i0¼i0minðiÞ

Xj0maxðjÞ

j0¼j0minðjÞ

ðf�Þngi0 ;j0 ðD:17Þ
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where the starred quantities represent the solution on the finest grid and the summation limits are given by
i0minðiÞ ¼ Nnði� 1Þ þ 1; i0maxðiÞ ¼ Nni ðD:18Þ
j0minðjÞ ¼ Ngðj� 1Þ þ 1; j0maxðjÞ ¼ Ngj ðD:19Þ
In these, Nn is the number of h-point CVs in the n direction on the finest grid for every one such CV in the n direction on the
coarser grid. Ng is defined in an analogous way. Thus, the product NnNg appearing in (D.14)–(D.17) represents the number of
finest-grid CVs that lie inside one coarser-grid CV. Nn and Ng are given by
Nn ¼
I0

I
; Ng ¼

J0

J
ðD:20Þ
where I and J are the number of grid points in the n and g directions, respectively, on the coarser grid, and I0 and J0 are the
corresponding values on the finest grid. (We assume here that I0 and J0 are integer multiples of I and J, respectively. This is
always the case in the GRSs in Section 8.2.)

In order to use (D.14)–(D.17) to obtain the ‘‘exact” values of h; un; ug, and f at ði; jÞ, all the finest-grid h-point CVs inside
the coarser-grid h-point CV at ði; jÞmust be fluid. This is because if some of these finest-grid CVs are land, some of the terms
in the sums on the RHSs of (D.14)–(D.17) will be undefined (because the dependent variables are undefined within land).
This requirement will always be satisfied at fluid h-point CVs that are not adjacent to fluid–land boundaries. (Here, we con-
sider a CV to be adjacent to a boundary if one or more of its faces and/or corners lies on a boundary.) It will also be satisfied at
fluid h-point CVs that are adjacent to a boundary – which we will refer to as boundary h-point CVs – if the model boundaries
do not shift as the grid is refined, i.e. if the boundaries are represented exactly on all the grids. Recall from Section 8.2 that
this is the case for the GRSs of ANU_cyln. Thus, we can (and do) use (D.6)–(D.20) to calculate the L1; L2, and L1 error norms
for these GRSs. Note that we use the finest-grid solution with the EFDM for h�; u�n; u�g, and f� in (D.14)–(D.17) for all five
models because in cylindrical coordinates (but not in Cartesian coordinates), the EFDM turns out to be the most accurate
model.

If the model boundaries do shift as we move from coarser to finer grids (in order to better approximate the shapes of the
exact boundaries), the requirement above that all the finest-grid h-point CVs inside a coarser-grid h-point CV be fluid will not
be satisfied. This is because the fluid–land boundaries on the finest grid will cut through some or all of the boundary CVs on
the coarser grids. As a result, some of the finest-grid CVs that lie inside these coarser-grid boundary CVs will be land, ren-
dering the RHSs of (D.14)–(D.17) undefined at such coarser-grid CVs. Recall from Section 8.2 that in the GRS of VCOR_ISL, the
model boundaries shift as the grid is refined. Thus, we cannot use (D.6)–(D.20) to calculate the L1; L2, and L1 error norms for
this GRS. The most straightforward way to circumvent this difficulty is to use an alternate set of error norms – which we will
refer to as the L01; L02, and L01 norms – that, instead of spanning the whole fluid domain X, span a subdomain of X that does
not encompass boundary CVs on any of the grids. Such a domain will necessarily exclude those parts of X that are near
boundaries. This approach works because in such a subdomain, all h-point CVs will be away from boundaries; thus, we
do not have to worry about obtaining ‘‘exact” values at boundary CVs. We will denote this subdomain by X0 and its physical
area by A0. We now define the modified L01; L02, and L01 error norms as follows:
kD/k01 ¼
1
A0

Z
X0
jD/jdsn dsg ¼

1
A0

Z
X0
jD/jdA ðD:21Þ

kD/k02 ¼
1
A0

Z
X0
jD/j2dsn dsg

� �1=2

¼ 1
A0

Z
X0
jD/j2 dA

� �1=2

ðD:22Þ

kD/k01 ¼ max
ðn;gÞ2X0

jD/j ðD:23Þ
Here, A0 is given by
A0 ¼
Z

X0
dA ¼

Z
X0

dsn dsg ¼
Z

X0

dn
m

dg
n

ðD:24Þ
Note that the only difference between (D.2)–(D.5) and (D.21)–(D.24) is that X and A in the former are replaced with X0 and A0

in the latter. In analogy with (D.6)–(D.8), we discretize (D.21)–(D.23) as follows:
kD/k01 ¼
1
A0

X
fluid h-pts
within X0

jðD/Þi;jjA
ðhÞ
i;j ðD:25Þ

kD/k02 ¼
1
A0

X
fluid h-pts
within X0

jðD/Þi;jj
2AðhÞi;j

2664
3775

1=2

ðD:26Þ

kD/k01 ¼ max
fluid h-pts
within X0

jðD/Þi;jj ðD:27Þ
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Also, in analogy with (D.9), we calculate the area A0 using the following discrete counterpart of (D.24):
A0 ¼
X

fluid h-pts
within X0

AðhÞi;j ðD:28Þ
Of course, the drawback of using the L01; L02, and L01 error norms is that they do not include errors in regions of the flow do-
main near boundaries. In order to minimize this drawback, we would like X0 to include as much of X as possible (without
including boundary CVs on any of the grids). The choice of X0 that has the greatest possible extent and that still allows us to
calculate L01; L02, and L01 error norms on all the grids is the subdomain that remains after we remove all boundary CVs from
the flow domain X on the coarsest grid. Thus, we will choose to define X0 in this way. With X0 now defined, we can (and do)
use (D.25)–(D.28) along with (D.10)–(D.20) to calculate the L01; L02, and L01 error norms of h; u; v, and f in the GRS of
VCOR_ISL.

Recall from Section 8.2 that as in the GRS of VCOR_ISL, in the GRSs of ANU_Cart the model boundaries shift as the grid is
refined. Thus, normally, we would have to calculate the L01; L02, and L01 error norms for these GRSs. Fortunately, we do not
have to; we can still calculate the L1; L2, and L1 error norms because we have available the highly resolved 10,240-point
simulations of this geometry in cylindrical coordinates with all five models. These cylindrical simulations are much more
resolved than even the 832� 832 simulations on the finest Cartesian grid. Thus, we can use one of them instead of
(D.14)–(D.17) to obtain ‘‘exact” values. We choose here to use the 10,240-point simulation with the EFDM because, as men-
tioned above, the EFDM turns out to be the most accurate model in cylindrical coordinates (but definitely not in Cartesian
coordinates; see Section 8.2). The procedure we use is as follows. We first calculate the radial coordinate ri;j corresponding to
the Cartesian coordinates ðxi; yjÞ of the h-point at ði; jÞ on a given Cartesian grid. We then obtain an approximation to the
exact value at this ri;j from the 10,240-point cylindrical simulation using linear interpolation between the two grid points
on the cylindrical grid that bracket ri;j. [Recall that since the flow is axisymmetric, the solution in cylindrical coordinates
ðr; hÞ is not a function of h.] In the calculations of the errors in the Cartesian velocity components u and v, we first use linear
interpolation to obtain the ‘‘exact” cylindrical velocity components ur and uh at ri;j and then use a cylindrical-to-Cartesian
vector component transformation to obtain the ‘‘exact” Cartesian velocity components at ri;j.

In summary, we use the L1; L2, and L1 error norms given by (D.6)–(D.8) for the GRSs of axisymmetric flow in an annulus,
both in cylindrical and in Cartesian coordinates. For the GRSs in cylindrical coordinates, we calculate the ‘‘exact” values using
(D.14)–(D.17), taking h�; u�n; u�g, and f� in these expressions to be the fields generated by the 10,240-point simulation with
the EFDM (for all five models). For the GRSs in Cartesian coordinates, we calculate the ‘‘exact” values by linearly interpolating
with the 10,240-point simulation in cylindrical coordinates with the EFDM. Note that although we do not have to, in Section
8.2 we also calculate the L01; L02, and L01 error norms for the GRSs of axisymmetric flow in an annulus, both in cylindrical and
in Cartesian coordinates. We do this because differences between the two sets of error norms reveal the behavior of the error
at and/or near the boundaries. We calculate the ‘‘exact” values in the L01; L02, and L01 error norms in exactly the same way as
we do in the L1; L2, and L1 error norms, i.e. using the 10,240-point simulation in cylindrical coordinates with the EFDM. Fi-
nally, for the GRS of advection of a core of vorticity around an elliptic island in Cartesian coordinates, we have no choice but
to calculate the L01; L02, and L01 error norms. We calculate the ‘‘exact” values in this case using (D.14)–(D.17), taking h�; u�n; u�g,
and f� in these expressions to be the fields generated by the 1280� 1280 simulation.
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