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list of subject codes, see Appendix.

Thedepartment’ sgoal sareto acquaint studentswiththeroleplayedin
scienceandtechnol ogy by probabilisticand statistical ideasand methods,
to provideinstruction in the theory and application of techniques that
have been found to be commonly useful, and to train research workersin
probability and statistics. There are courses for general students aswell
asthosewho plan careersin statisticsin business, government, industry,
and teaching.

The requirements for a degree in Statistics are flexible, depending on
the needs and interests of the students. Some students may be interested
inthetheory of statisticsand/or probability, whereas other students may
wish to apply statistical and probabilistic methodsto asubstantive area.
The department has long recognized the relation of statistical theory
to applications. It has fostered this by encouraging aliaison with other
departments in the form of joint and courtesy faculty appointments:
Economics(Anderson), Education (Olkin, Rogosa), Electrical Engineer-
ing (Cover), Geological and Environmental Sciences (Switzer), Health
Researchand Palicy (Efron, Hastie, Johnstone, Ol shen, Tibshirani, Wong),
Mathematics (Dembo, Diaconis), Palitical Science (Jackman), and the
Stanford Linear Accelerator Center (Friedman). The research activities
of the department reflect an interest in applied and theoretical statistics
and probability. There are workshops in biology/medicine and in envi-
ronmental factorsin health.

In addition to courses for Statistics majors, the department offersa
number of service courses designed for students in other departments.
These tend to emphasi ze the application of statistical techniques rather
than their theoretical development.

The Department of Statisticsiswell equipped for statistical applica-
tionsandresearchin computational statistics. Computer facilitiesinclude
several networked Unix servers and a PC lab for general research and
teaching use. The Mathematical SciencesLibrary servesthe department
jointly with the departments of Mathematics and Computer Science.

The department has always drawn visitors from other countries and
universities. Asaconsequence, thereisusually awiderange of seminars
offered by both thevisitorsand our own faculty.

UNDERGRADUATE PROGRAMS

MAJOR

Students wishing to build a concentration in probability and statis-
tics are encouraged to consider declaring amajor in Mathematical and
Computational Science. Thisinterdepartmental programisadministered
inthe Department of Statistics and provides coretraining in computing,
mathematics, operations research, and statistics, with opportunities for
further elective work and specialization. See the “Mathematical and
Computational Science” section of thisbulletin.

MINOR

Theundergraduateminor in Statisti csisdesi gnedto complement maj or
degreeprogramsprimarily inthesocial and natural sciences. Studentswith
an undergraduate Statistics minor should find broadened possibilities for
employment. The Stati sticsminor providesval ued preparationfor profes-
sional degree studiesin postgraduate academic programs.

Theminor consistsof aminimum of six courseswith atotal of at |east
20 units. There are two required courses (8 units) and four qualifying or
elective courses (12 or more units). An overall 2.75 grade point average
(GPA) is required for courses fulfilling the minor.

1. QualifyingCourses: at most, oneof thesetwo coursesmay becountedto-
ward the six courserequirement for theminor: MATH 52; STATS191.

2. Required Courses: STATS 116 and 200.

3. Elective Courses: at least one of the elective courses should be a
STATS 200-level course. The remaining two elective courses may
also be 200-level courses. Alternatively, one or two elective courses
may beapproved coursesin other departments. Special topicscourses
and seminarsfor undergraduates are offered from timeto time by the
department and these may be counted toward the courserequirement.
Examples of elective course sequencesare:

STATS 202, 203, emphasizing dataanalysis and applied statistics

STATS 205, 206, (207), emphasizing statistical methodol ogy

STATS 206, ECON 160, emphasi zing economic optimization

STATS 206, PSY CH 156, emphasizing psychology modeling and

experiments

STATS 207, EE 264, (279), emphasizing signal processing

STATS217, BIOSCI 283, emphasizing genetic and ecol ogic modeling

STATS 217, 218, emphasizing probability and its applications

STATS 240, 250, emphasizing mathematical finance

GRADUATE PROGRAMS

University requirementsfortheM.A. and Ph.D. degreesarediscussed
inthe“ Graduate Degrees’ section of thisbulletin.

MASTER OF SCIENCE

The department requires that the student take 45 units of work from
offeringsin the Department of Statistics or from authorized coursesin
other departments. Ordinarily, four or five quarters are needed to complete
all requirements.

Students must fulfill the following requirements for the M.S. degree:

1. STATS 116, 200, 191, and 217. Courses previously taken may be
waived by the adviser, in which case they must be replaced by other
graduate courses offered by the department.

2. Oneof MATH 103, 113, 115, 171; and one of CS 106A, 106X, 137.
Substitution of other coursesin Mathematics and Computer Science
may be made with consent of the adviser.

3. Atleastfour additional coursesfrom graduate offeringsin thedepart-
ment (202-399). Consent of the adviser isrequired in order to take
morethan 6 units of STATS 260A,B,C, 390, or 399.

4. Additional unitsto completetherequirementsmay bechosenfromthe
list available from the department web site. Other graduate courses
(200 or above) may be authorized by the adviser if they provide skills
relevant to statisticsor deal primarily with an application of statistics
or probability and do not overlap coursesin the student’s program.
There is sufficient flexibility to accommodate students with interests in
applicationsto business, computing, economics, engineering, health,
operationsresearch, and biological and social sciences.
Studentswith astrong mathematical background who may wishtogo

ontoaPh.D. in Statisticsshould consider applying tothe Ph.D. program.
Statisticscoursesrequired for theM.S. degreemust betaken for letter

grades, and an overall 2.75 grade point average (GPA) isrequired.

DOCTOR OF PHILOSOPHY

The department looks for students who want to prepare for research
careersinstatisticsor probability, either applied or theoretical . Advanced
undergraduate or master’slevel work in mathematics and statistics pro-
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videsagood backgroundfor thedoctoral program. Quantitatively oriented
students with degrees in other scientific fields are also encouraged to apply
for admission. The program normally takesfour yearsto complete.

ProgramSummary—STATS300A,B,C, 305, 306A,B, and 310A,B,C
(first-year core program); pass two of three parts of the qualifying exami-
nation (beginning of second year); breadth requirement (second or third
year); University oral examination (end of thirdyear or beginningof fourth
year); dissertation (fourth year).

In addition, students are required to take 9 units of advanced topics
coursesoffered by thedepartment (including at | east two of thefollowing:
314, 317, 318, 315A, or 315B, but not including literature, research, or
consulting), and 3 units of statistical consulting. All students who have
passed the qualifying exam but have not yet passed the University oral
examination must take 319 at | east once per year.

First-Year CoreCourses—STATS300systematically surveystheideas
of estimation and of hypothesistesting for parametric and nonparametric
modelsinvolving small and large samples. 305 is concerned with linear
regression and the analysis of variance. 306 surveys alarge number of
modeling techniques, related to but going beyond the linear model s of
305. 310 isameasure-theoretic course in probability theory, beginning
with basic concepts of the law of large numbers and martingal e theory.
Studentswho do not have enough mathematics background can take 310
after their first year but need to have their first-year program approved by
the Ph.D. program adviser.

Qualifying Examinations—These are intended to test the student’s
level of knowledge when the first-year program, common to all students,
has been completed. There are separate examinations in the three core
subjects of statistical theory and methods, applied statistics, and prob-
ability theory, and all aretypically taken during the summer between the
student’s first and second years. Students may take two or three of these
examinations and are expected to show acceptable performance in two
examinations.

Breadth Requirement—Students are advised to choose an area of
concentration in a specific scientific field of statistical applications; this
can berealized by taking at |east 15 unitsof coursework approved by the
Ph.D. program adviser.

Current areas with suggested course optionsinclude:

Computational Biology and Statistical Genomics—Students are
expected to take 9 units of graduate coursesin genetics or neurosciences
(imaging), such as GENE 203/BIOSCI 203, aswell as 9 units of classes
in Statistical Genetics or Bioinformatics, GENE 344A,B, STATS 345,
STATS 366, STATS 367.

Machine Lear ning—Courses can be chosen from thefollowing list:
Statistical Learning: STATS 315A and 315B

DataBases: CS 245, 346, 347

Probabilistic MethodsinAl: CS221, 354

Statistical Learning Theory and Pattern Classification: CS 229

Applied Probability—Studentsareexpectedtotake 15 unitsof graduate
coursesin some of thefollowing areas:
Control and Stochastic Calculus: MS& E 322, 351, MATH 237, EE 363
Finance: STATS 250, FINANCE 622, MATH 236
Information Theory: EE 376A, 376B
Monte Carlo: STATS 318, 345, 362, MS& E 323
Queuing Theory: GSB 661, 663, MS& E 335
Stochastic Processes; STATS 317, MATH 234
Earth Science Statistics—Students are expected to take:
STATS 317, 318, 352
and three courses from the GES or Geophysics departments, such as
GES 144 or GEOPHY S210.
Social and Behavioral Sciences—Studentsareexpectedtotakethreead-
vanced coursesfrom the department with an applied orientation such as:
STATS261/262, 324, 343, 354
and three advanced quantitative courses from departments such as
Anthropology, Economics, Political Science, Psychology, and
Sociology, and the schools of Education, Business, or Medicine.

2 | Smnrorp Burieriv, 2007-08

University Oral Examination—The University oral examination is
taken on the recommendation of the student’s research adviser after the
thesis problem has been well defined and some research progress has been
made. Usually, this happens early in the student’s fourth year. The oral
examination consi sts of a40-minute presentation on thethesistopic, fol-
lowed by two question periods. The first question period relates directly to
the student’ s presentation; the second i sintended to explorethe student’s
familiarity with broader statistical topicsrelated to thethesisresearch.

Financial Support—StudentsacceptedtothePh.D. programareoffered
financial support. All tuition expenses are paid and there is a fixed monthly
stipend determined to be sufficient to pay living expenses. Financial sup-
port can be continued for five years, department resources permitting,
for students in good standing. The resources for student financial support
derive from funds made available for student teaching and research as-
sistantships. Students receive both a teaching and research assignment
each quarter which, together, donot exceed 20 hours. Studentsarestrongly
encouragedtoapply for outsidescholarships, fellowships, and other forms
of financial support.

PH.D. MINOR

TheDepartment of Statisticsdevisesindividual Ph.D. minor programs,
but the department urges all graduate students in other fields who wish to
have asubspecialty in statisticsto study for an M.S. degreeinstead. The
unit requirement for an M.S. degree is 45 units, whereas the number of
unitsrequired for aminor averagesaround 30. Thisdifferenceof 15 units
can be made up by the student by including in the M.S. program courses
from his or her own field which are related to statistics or applications
of statistics.

COURSES
INTRODUCTORY

Introductory coursesfor any student withaninterestintheproblemsof
descriptive statisticsand statistical inferencesare STATS 30, 50, 60, and
141. These courses have no mathematical prerequisites. STATS 60 and
141 explainthetechniquesand methodsof statistical inference. STATS60
emphasizesapplicationsinthesocia sciencesand STATS141 applications
inthebiological sciences. STATS 60 and 141 can befollowed by STATS
191 which explains more advanced methods and their applications.

STATS 110, 116, 200, 217-218 are introductory but have acalculus
prerequisite. STATS110 coversthemost important techniquesusedinthe
analysisof experimental datainengineeringand science. STATS110can
befollowed by STATS 191. STATS 116 provides ageneral introduction
to the theory of probability. It may be followed by STATS 200, which
dealswith statistical theory, or by 217 and 218, which deal with stochas-
tic processes. The sequence 116, 200 is atwo quarter sequencein basic
mathematical statistics; the sequence 116, 217, 218 isaone-year course
in basic probability theory.

STAT S43N. DisplayingData: Principles, Computer Graphics,andthe

I nter net—Stanford Introductory Seminar. Preferencetofreshmen. Prin-

ciplesof displaying dataand envisioning information based on literature

and historical examples. Application of these principlesto mediasuch as

computer graphicsand the Internet. Student projects. GER:DB-Math
3units, Spr (Walther, G)

STATS47N. Breaking the Code?—Stanford Introductory Seminar.
Preferenceto freshmen. Cryptography and itscounterpart, cryptanalysis
or code breaking. How the earliest cryptanalysts used statistical toolsto
decrypt messagesby uncovering recurring patterns. How such frequency-
analysistoolshave been used to analyzebiblical textsto produceaBible
code, and to detect genesin the human genome. Overview of codes and
ciphers. Statistical tools useful for code breaking. Students use simple
computer programs to apply these tools to break codes and explore ap-
plicationsto variouskinds of data. GER:DB-Math
3units, Spr (Holmes, S



STATS50. Mathematics of Sports—(Same as MCS 100.) The use of
mathematics, statistics, and probability in the analysis of sports perfor-
mance, sportsrecords, and strategy. Topi csincludemathematical analysis
of thephysicsof sportsand thedeterminationsof optimal strategies. New
diagnostic statistics and strategies for each sport. Corequisite: STATS
116. GER:DB-Math

3 units, Spor (Cover, T)

STATS60. IntroductiontoStatistical M ethods: Precal culus—(Graduate
studentsregister for 160; sameasPSY CH 10.) Techniquesfor organizing
data, computing, andinterpreting measuresof central tendency, variability,
and association. Estimation, confidence intervals, tests of hypotheses,
t-tests, correlation, and regression. Possible topics: analysis of variance
and chi-square tests, computer statistical packages. GER:DB-Math

5 units, Aut (Thomas, E), Win (Walther, G), Spr (Boik, J), Sum (Staff)

STATS 110. Statistical Methodsin Engineering and the Physical
Sciences—Introductionto statisticsfor engineersand physical scientists.
Topics: descriptive statistics, probability, interval estimation, tests of
hypotheses, nonparametric methods, linear regression, analysis of vari-
ance, elementary experimental design. Prerequisite: oneyear of calculus.
GER:DB-Math

4-5 units, Aut (Srinivasan, B), Sum (Staff)

STATS 116. Theory of Probability—Probability spaces as models
for phenomena with statistical regularity. Discrete spaces (binomial,
hypergeometric, Poisson). Continuous spaces(normal, exponential) and
densities. Random variables, expectation, independence, conditional
probability. Introduction to the laws of large numbers and central limit
theorem. Prerequisites: MATH 52 and familiarity with infinite series, or
equivalent. GER:DB-Math
3-5 units, Aut (Donoho, D), Spr (Wong, W), Sum (Saff)

STAT S141. Biostatistics—(SameasBIOSCI 141.) Introductory statisti-
cal methodsfor biological data: describing data(numerical and graphical
summaries); introduction to probability; and statistical inference (hy-
pothesis tests and confidence intervals). Intermediate statistical methods:
comparing groups (analysis of variance); analyzing associations (linear
and logistic regression); and methods for categorical data (contingency
tablesand oddsratio). Coursecontent integrated with statistical computing
in R. See http://www-stat.stanford.edu/~rag/stat141. GER:DB-Math
4-5 units, Aut (Rogosa, D)

STATS160. Introductionto Statistical M ethods: Precal culus—(Same
as 60, PSY CH 10; see60.)
5 units, Aut (Thomas, E), Win (Walther, G), Spr (Boik, J), Sum (Staff)

STATS 166. Computational Biology—(Graduate students register for
366; same asBIOMEDIN 366.) Methods to understand sequence align-
ments and phylogenetic trees built from molecular data, and general
genetic data. Phylogenetic trees, median networks, microarray analysis,
Bayesianstatistics. Binary |abel ed treesascombinatorial objects, graphs,
and networks. Distancesbetweentrees. Multivariatemethods(PCA, CA,
multidimensional scaling). Combining data, nonparametric inference.
Algorithmsused: branchandbound, dynamicprogramming, Markov chain
approach to combinatorial optimization (simulated annealing, Markov
chain Monte Carlo, approximate counting, exact tests). Softwaresuch as
Matlab, Phylip, Seg-gen, Arlequin, Puzzle, Splitstree, XGobi.
2-3units, Aut (Holmes, S

STATS191. Introduction to Applied Statistics—Statistical tools for
moderndataanalysis. Topicsincluderegression and prediction, el ements
of theanalysisof variance, bootstrap, and cross-validation. Emphasisison
conceptual rather than theoretical understanding. Applicationsto social/
biological sciences. Student assignments/projectsrequire use of the soft-
ware package R. Recommended: 60, 110, or 141. GER:DB-Math

3-4 units, Win (Zhang, N)

STATS 199. Independent Study—For undergraduates.
1-15 units, Aut, Win, Spr, Sum (Staff)

CONTINUATION

Coursesinthiscategory aredesignedfor useinapplications. Generally,
they haveintroductory statisticsor probability asprerequisites.

STATS 200. Introduction to Statistical | nference—M odern statisti-
cal concepts and procedures derived from a mathematical framework.
Statistical inference, decision theory; point and interval estimation, tests
of hypotheses; Neyman-Pearson theory. Bayesian analysis; maximum
likelihood, large sampletheory. Prerequisite: 116.

3 units, Win (Romano, J), Sum (Staff)

STATS 202. Data Analysis—Datamining is used to discover patterns
and relationshipsin data. Emphasisison large complex datasetssuch as
thosein very large databases or through web mining. Topics: decision
trees, neural networks, associationrules, clustering, case based methods,
and datavisualization.

3units, Aut (Srinivasan, B), Sum (Saff)

STATS 203. Introduction to Regression Models and Analysis of
Variance—M odeling andinterpretation of observational and experimen-
tal data using linear and nonlinear regression methods. Model building
and sel ection methods. Multivariableanalysis. Fixed and random effects
models. Experimental design. Pre- or corequisite: 200.

3 units, Win (Switzer, P)

STATS 205. Introduction to Nonparametric Statistics—Nonpara-
metricanal ogsof theone- and two-samplet-testsand analysisof variance;
the sign test, median test, Wilcoxon'stests, and the Kruskal-Wallis and
Friedman tests, tests of independence. Nonparametric regression and
nonparametric density estimation, modern nonparametric techniques,
nonparametric confidence interval estimates.

3units, Sor (Zhang, N)

STATS206.Applied M ultivariateAnalysis—Introductiontothestatisti-
cal analysisof several quantitative measurements on each observational
unit. Emphasisis on concepts, computer-intensive methods. Examples
from economics, education, geology, psychology. Topics. multiple re-
gression, multivariateanalysisof variance, principal components, factor
analysis, canonical correlations, multidimensional scaling, clustering.
Pre- or corequisite: 200.
3units, Aut (Holmes, S), Sum (Saff)

STATS 208. Introduction to the Bootstrap—The bootstrap is a
computer-based method for assigning measures of accuracy to statistical
estimates. By substituting computationinplaceof mathematical formulas,
it permitsthe statistical analysisof complicated estimators. Topics: non-
parametric assessment of standard errors, biases, and confidence intervals;
related resampling methods including the jackknife, cross-validation,
and permutation tests. Theory and applications. Prerequisite: coursein
statisticsor probability.
3 units, not given thisyear

STATS 209. Under standing Statistical M odelsand their Social Sci-
enceApplications—(SameasEDUC 260X, HRP 239) Information that
statistical modeling can provide in experimental and non-experimental
settings emphasi zing misconceptionsin social science applicationssuch
as causal modeling. Text is Satistical Models: Theory and Practice,
by David Freedman. See http://www-stat.stanford.edu/~rag/stat209.
Prerequisite: intermediate-level statistical methods including multiple
regression, logistic regression, and log-linear models.
3units, Win (Rogosa, D)

STATS211. Topicsin QuantitativeM ethods: M eta-Analysis—Meta-
analysisasaquantitativemethod for combining theresultsof independent
studiesenabling researchersto eval uate avail abl e evidence. Examplesof
meta-analysisin medicine, education, and socia and behavioral sciences.
Statistical methodsinclude nonparametric methods, contingency tables,
regression and analysis of variance, and Bayesian methods. Project in-
volvinganexisting published meta-analysis. Prerequisite: basic sequence
instatistics.
1-3units, Win (Olkin, I)
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STATS212. Applied Statisticswith SAS—Dataanalysisandimplemen-

tation of statistical toolsin SAS. Topics: reading in and describing data,

categorical data, datesand longitudinal data, correlation and regression,

nonparametric comparisons, ANOVA, multipleregression, multivariate

dataanalysis, usingarraysandmacrosin SAS. Prerequisite: statistical tech-

niquesat thelevel of STATS 191 or 203; knowledge of SASnot required.
3 units, Sum (Staff)

STATS 215. Statistical Modelsin Biology—Poisson and renewal
processes, Markov chainsin discrete and continuous time, branching
processes, diffusion. Applications to models of nucleotide evolution,
recombination, the Wright-Fisher process, coal escence, genetic map-
ping, sequenceanalysis. Theoretical material approximately the sameas
in STATS 217, but emphasisis on examples drawn from applicationsin
biology, especially genetics. Prerequisite: 116 or equivalent.
3units, Spr (Segmund, D)

STATS 217. Introduction to Stochastic Processes—Discrete and
continuoustimeMarkov chains, point processes, random walks, branch-
ing processes, first passage times, recurrence and transience, stationary
distributions.

3 units, Win (Rajaratnam, B), Sum (Saff)

STATS218. Introduction to Stochastic Processes—Renewal theory,
Brownianmotion, Gaussi an processes, second order processes, martingales.
3units, Sum (Saff)

STAT S 219. Stochastic Processes—(Same as MATH 136.) Introduc-
tion to measure theory, L p spaces and Hilbert spaces. Random variables,
expectation, conditional expectation, conditional distribution. Uniform
integrability, almost sure and Lp convergence. Stochastic processes: defini-
tion, stationarity, samplepath continuity. Examples: randomwalk, Markov
chains, Gaussian processes, Poisson processes, Martingales. Construc-
tion and basic properties of Brownian motion. Prerequisite: STATS 116
or MATH 151 or equivalent. Recommended: MATH 115 or equivalent.
3units, Aut (Ross, K), Win (Dembo, A)

STATS 220. Continuous Time Stochastic Control—Optimal control
of diffusion processes. Dynamic programming, maximum principles,
Hamilton-Jacobi-Bellman equations, verification theorems, viscosity
solutions, singular control, optimal stopping, numerical solution meth-
ods, control with partial information, and adaptive control. Applications
to financial mathematics, including optimal consumption and portfolio
selection, super-replication under portfolio constraints, and irreversible
investment. Prerequisite: MATH 236. Recommended: partial differential
equationsat thelevel of MATH 220B.
3units, Spr (Ross, K)

STAT S 225. Bayesian Analysis—Bayesian inference; decision theory;
computational methods in Bayesian statistics; Monte Carlo simulation;
Markov chain process; Markov chain Monte Carlo sampling; Bayesian
regression and classification models; Bayesian analysis of real data;
Gaussian process priors for regression and classification; Dirichlet process
mixturesfor unsupervised learning.

3 units, Aut (Shahbaba, B)

STAT S237.TimeSeriesM odelingand For ecasting—Box-Jenkinsand
Bayesian approaches. State-spaceand change-point models. Application
to revenue prediction, forecasting product demand, and other real world
problems. Devel opment and assessment of model sand forecastsin practi-
cal applications. Hands-on experience with real data.

3units, Sum(Staff)

STATS239A,B.Wor kshop in QuantitativeFinance—Topicsof current
interest. B may berepeated for credit.
Lunit, A: Aut, B: Sor (Lai, T)
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STATS240. Statistical M ethodsin Finance—(SCPD studentsregister
for 240P)) Regression analysisand applicationsto pricingand investment
models. Principal components and multivariate analysis. Parametric
influence. Financial time series. Estimation and modeling of volatilities.
Statistical methodsfor portfolio management. Hands-onexperiencewith
financial data.

3-4 units, Aut (Lai, T)

STATS 240P. Statistical M ethodsin Finance—For SCPD students.
See 240.
3units, Aut (Lai, T)

STATS 241. Statistical Modeling in Financial M ar kets—(SCPD

students register for 241P.) Nonparametric regression and yield curve

smoothing. Advanced time seriesmodeling and forecasting. Market risk

measures. Substantive and empirical modeling approaches in financial

markets. Statistical trading strategies. Prerequisite: 240 or equivalent.
3-4 units, Spr (Lai, T)

STATS241P. Statistical Modelingin Financial M ar kets—For SCPD
students. See 241.
3units, Spr (Lai, T)

STAT S243.IntroductiontoM athematical Finance—Interest rateand
discounted value. Financial derivatives, hedging, and risk management.
Stochastic models of financial markets, introduction to Ito calculus and
stochastic differential equations. Black-Scholes pricing of European op-
tions. Optimal stopping and American options. Prerequisites: MATH 53,
STATS 116, or equivalents.

3-4 units, Sum (Staff)

STATS250. M athematical Finance—(SameasM ATH 238.) Stochastic

models of financial markets. Forward and futures contracts. European options

and equivalent martingalemeasures. Hedging strategi esand management

of risk. Term structuremodel sand interest ratederivatives. Optimal stop-

pingand American options. Corequisites: MATH 236 and 227 or equival ent.
3units, Win (Papanicolaou, G)

STATS252. DataMining and Electronic Business—The Internet and
related technol ogieshave caused the cost of communi cation and transac-
tionstoplummet, and consequently theamount of potentially relevant data
to explode. Theunderlying principles, statistical issues, and algorithmic
approachesto datamining and e-business, with real world examples.

3 units, Sum (Saff)

STATS 253. Spatial Statistics—(Graduate students register for 352.)
Statistical descriptions of spatial variability, spatial random functions,
grid models, spatial partitions, spatial sampling, linear and nonlinear
interpol ation and smoothing with error estimation, Bayes methods and
pattern simulation from posterior distributions, multivariate spatial sta-
tistics, spatial classification, nonstationary spatial statistics, space-time
statistics and estimation of time trends from monitoring data, spatial
point patterns, models of attraction and repulsion. Applicationsto earth
and environmental sciences, meteorology, astronomy, remote-sensing,
ecology, materials. GER:DB-Math
3units, Aut (Switzer, P)

STATS 260A,B,C. Wor kshop in Biostatistics—(Same as HRP
260A,B,C) Applications of statistical techniquesto current problemsin
medical science.

1-2units, A: Aut, B: Win, C: Sor (Olshen, R)

STATS 261. Inter mediate Biostatistics: Analysisof Discrete Data—
(Same as BIOMEDIN 233, HRP 261.) The 2x2 table. Chi-square test.
Fisher’sexact test. Oddsratios. Sampling plans; case control and cohort
studies. Series of 2x2 tables. Mantel Hantzel. Other tests. k x m tables.
Matched datalogistic models. Conditional logistic analysis, application
to case-control data. Log-linear models. Generalized estimating equa-
tions for longitudinal data. Cell phones and car crashes: the crossover
design. Special topics: generalized additive models, classification trees,
bootstrap inference.
3units, Win (Sainani, K)



STATS262. | nter mediate Biostatistics: Regression, Prediction, Sur-
vival Analysis—(SameasHRP262.) M ethodsfor analyzinglongitudinal
data. Topi csincludeK aplan-M eier methods, Cox regression, hazardratios,
time-dependent variables, longitudinal data structures, profile plots, miss-
ing data, modelingchange, MANOVA, repeated-measuresANOVA, GEE,
and mixed models. Emphasisison practical applications. Prerequisites:
basic ANOVA and linear regression.
3units, Spr (Sainani, K)

STATS 297. Practical Training—For studentsinthe M.S. program in
Financial Mathematics only. Students obtain employment in arelevant
industrial or research activity to enhance their professional experience.
May berepeated for credit. Prerequisite: consent of adviser.

1-3units, Aut, Win, Spr, Sum(Lai, T)

STATS 298. Industrial Research for Statisticians—Masters-level
research asin 299, but must be conducted for an off-campus employer.
Final report required. Prerequisite: enrollment in StatisticsM.S. or Ph.D.
program, prior to candidacy.

1-9 units, Aut, Win, Spr, Sum (Staff)

STATS 299. I ndependent Study—For Statistics M.S. students only.
Reading or research program under the supervision of a Statisticsfaculty
member. May be repeated for credit.

1-10 units, Aut, Win, Spr, Sum (Staff)

PRIMARILY FOR DOCTORAL STUDENTS

Sequences 300A,B,C, 305, 306A,B, and 310A,B,C comprise the
fundamental sequence which serves as a general introduction to and
prerequisitefor further work.

STAT S 300. Advanced Topicsin Statistics—May be repeated for
credit.
3units, Sum (Saff)

STATS300A,B,C. Theory of Statistics—Elementary decision theory;
loss and risk functions, Bayes estimation; UMV U estimator, minimax
estimators, shrinkage estimators. Hypothesis testing and confidence
intervals: Neyman-Pearson theory; UMP tests and uniformly most
accurate confidence intervals; use of unbiasedness and invariance to
eliminate nuisance parameters. Large sampletheory: basic convergence
concepts; robustness; efficiency; contiguity, locally asymptotically normal
experiments; convol ution theorem; asymptotically UMP and maximin
tests. Asymptotic theory of likelihood ratio and scoretests. Rank permu-
tation and randomization tests; jackknife, bootstrap, subsampling and
other resampling methods. Further topics: sequential analysis, optimal
experimental design, empirical processeswith applicationsto statistics,
Edgeworth expansions, density estimation, time series.

2-4units, A: Aut (Romano, J), B: Win (Walther, G), C: Sor (Seigmund, D)

STATS305. Introduction to Statistical M odeling—Thelinear model:
simple linear regression, polynomial regression, multiple regression,
anovamodels; and with some extensions, orthogonal series regression,
wavelets, radial basis functions, and MARS. Topics: normal theory in-
ference (tests, confidence intervals, power), related distributions (t, chi-
sguare, F), numerical methods(QR, SV D), model selection/regul arization
(Cp,AlC, BIC), diagnosticsof model inadequacy, and remediesincluding
bootstrap inference, and cross-validation. Emphasisis on problem sets
involving substantial computationswith data sets, including developing
extensionsof existing methods. Prerequisites: consent of instructor, 116,
200, applied statistics course, CS 106A, MATH 114.
2-4 units, Aut (Hastie, T)

STATS306A. Methodsfor Applied Statistics—Extension of modeling
techniques of 305: binary and discrete response dataand nonlinear |least
squares. Topics include regression, Poisson loglinear models, classifica-
tion methods, clustering. May be repeated for credit. Prerequisite: 305
or equivalent.

2-4 units, Win (Owen, A)

STATS306B. M ethodsfor Applied Statistics—Unsupervisedlearning
techniquesin statistics, machinelearning, and datamining.
2-4 units, Spr (Donoho, D)

STAT S310A. Theory of Probability—Mathematical tools: asymptotics,
metric spaces, measure and integration; L p spaces; some Hilbert spaces
theory. Probability: independence, Borel-Cantelli lemmas, almost sure
and L p convergence, weak and strong laws of large numbers. Weak con-
vergence and characteristic functions; central limit theorems; local limit
theorems; Poisson convergence. Prerequisites: 116, MATH 171.

2-4 units, Aut (Dembo, A)

STATS310B. Theory of Probability—Stopping times, 0-1 laws, Kol-
mogorov consistency theorem. Uniform integrability. Radon-Nikodym
theorem, branching processes, conditional expectation, discrete time
martingales. Exchangeability. Large deviations. Laws of theiterated
logarithm. Birkhoff’s and Kingman's ergodic theorems. Recurrence,
entropy. Prerequisite: 310A or MATH 230A.

2-4 units, Win (Segmund, D)

STATS310C. Theory of Probability —Infinitely divisible laws. Continu-
ous time martingal es, random walks and Brownian motion. Invariance
principle. Markov and strong Markov property. Processeswith stationary
independent increments. Prerequisite: 310B or MATH 230B.

2-4 units, Spr (Lai, T)

STATS 314. Advanced Statistical M ethods—May be repeated for
credit.
2-3 units, not given thisyear

STATS315A. ModernApplied Statistics: L ear ning—Topics: cluster-
ing, biclustering, and spectral clustering. Dataanalysisusingthesingular
value decomposition, nonnegative decomposition, and generalizations.
Plaidmodel, aspect model, and additiveclustering. Correspondenceanaly-
sis, Raschmodel, and independent component analysis. Pagerank, hubs,
and authorities. Probabilistic latent semantic indexing. Recommender
systems. Applicationstogenomicsandinformationretrieval . Prerequisite:
315A,B, 305, 306A,B, or consent of instructor.
2-3 units, Aut (Tibshirani, R)

STATS 315B. Modern Applied Statistics: Data Mining—Three-part
sequence. New techniquesfor predictive and descriptive learning using
ideas that bridge gaps among statistics, computer science, and artificial
intelligence. Emphasisis on statistical aspects of their application and
integrationwith morestandard statistical methodol ogy. Predictivelearning
refersto estimating models from datawith the goal of predicting future
outcomes, in particular, regression and classification models. Descrip-
tivelearningisusedtodiscover general patternsand relationshipsin data
without apredictivegoal , viewed fromastati stical perspectiveascomputer
automated exploratory analysis of large complex data sets.
2-3 units, Win (Friedman, J)

STATS315C.ModernApplied Statistics: Transposabledata—Topics:
clustering, biclustering, and spectral clustering. Data analysis using the
singular value decomposition, nonnegative decomposition, and general -
izations. Plaid model, aspect model, and additive clustering. Correspon-
denceanalysis, Raschmodel, andindependent component analysis. Page
rank, hubs, and authorities. Probabilistic latent semantic indexing. Rec-
ommender systems. Applicationsto genomicsand information retrieval .
Prerequisite: 315A,B, 305/306A ,B, or consent of instructor.
2-3units, Sor (Owen, A)

STAT S316. StochasticProcesseson Gr aphs—L ocal weak convergence,

Gibbsmeasuresontrees, cavity method, and replicasymmetry breaking.

Examples include random k-satisfiability, the assignment problem, spin

glasses, and neural networks. Prerequisite: 310A or equivalent.
1-3units, Aut (Montanari, A; Dembo, A)

STANFORD BULLETIN, 2007-08 | 5

(7p]
O
=
(7p]
—
O
o
v




%)
Ll
O
Z
—
@,
%)
)
Z
<
%)
LI
=
Z
<
=
2
I
L
O
O
O
I
O
n

STATS318.M odern Markov Chains—Toolsfor understandingMarkov
chainsasthey arisein applications. Random walk on graphs, reversible
Markov chains, M etropolisal gorithm, Gibbssampler, hybrid MonteCarlo,
auxiliary variables, hit and run, Swedson-Wong algorithms, geometric
theory, Poincare-Nash-Cheger-L og-Sobolov inequalities. Comparison
techniques, coupling, stationary times, Harris recurrence, central limit
theorems, and large deviations.

2-3 units, Sor (Diaconis, P)

STATS 319. Literature of Statistics—Literature study of topicsin
statisticsand probability culminatingin oral and written reports. May be
repeated for credit.

1-3 units, Aut (Welther, G), Spr (Donoho, D)

STATS 324. Multivariate Analysis—Classic multivariate statistics:
propertiesof themultivariatenormal distribution, determinants, volumes,
projections, matrix squareroots, thesingul ar val uedecomposition; Wishart
distributions, Hotelling’' sT-square; principal components, canonical cor-
relations, Fisher’sdiscriminant, the Cauchy projection formula

2-3 units, Win (Efron, B)

STAT S 327. Software for Data Analysis—Principles and techniques
for writing statistical data analysis software using the S language, specifi-
cally theR software, asthemain medium. Softwareproject. Prerequisite:
experiencewith S.

2-3 units, Win (Chambers, J)

STAT S 345. Computational Molecular Biology—Gene expression
microarrays. preliminary data analysis and processing computation of
expression indices, supervised and unsupervised learning methods, in-
corporationof information fromgeneontol ogy and biol ogi cal knowledge
base. Sequenceanalysis: alignment and search a gorithms, hiddenMarkov
models, stochastic models for sequence motifs and regulatory modules.
Introduction to transcriptional regulatory network.
2-3units, Spr (Zhang, N)

STATS350. Topicsin Probability Theory: Probabilistic Conceptsin
Statistical Physicsand I nfor mation Theor y—Concentration of mea-
sure techniques. Mean field models for disordered systems: infinite size
limit, computing the free energy, ultrametricity, dynamics. Interpolation
techniques and infinite size limit in information theory and coding. May
berepeated oncefor credit. Prerequisite: 310A or equivalent.

1-3 units, Win (Dembo, A; Montanari, A)

STATS352. Spatial Statistics—(Same as 253; see 253.)
3units, Aut (Switzer, P)

STAT S 362. Monte Carlo Sampling—Fundamentals of Monte Carlo
methods. Generating uniform and nonuniform variables, random vec-
tors and processes. Monte Carlo integration and variance reduction.
Quasi-Monte Carlo sampling. Markov chain Monte Carlo, including
Gibbs sampling and Metropolis-Hastings. Examples, problems and
motivations from Bayesian statistics, computational finance, computer
graphics, physics.
2-3 units, Aut (Owen, A)

STATS 364. Splinesand Multi-L evel Representations—Splinesasa
tool for data processing and representation; the property of multi-level

approximation of B-splinesfacilitatesthe construction andintegration of
their associated basis functions, wavelets, for data analysis and editing.
Univariate and bivariate splines and wavelets. Extension of polynomial

splinesto achieve properties such as orthogonality and reduced support
size; applications to curve and surface fitting and subdivisions.

3 units, Win (Chui, C)

STAT S366. Computational Biology—(Sameas 166, BIOMEDIN 366;
see 166.)
2-3units, Aut (Holmes, )
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STATS367. Statistical M odelsin Genetics—Stochastic modelsand re-
|ated statistical problemsinlinkageanalysisof qualitativeand quantitative
traitsin humans and experimental populations; sequence alignment and
analysis; and populationgenetics/evolution, both classical (Wright-Fisher-
Kimura) and modern (Kingman coalescent). Computational algorithms
as applications of dynamic programming, Markov chain Monte Carlo,
and hidden Markov models. Prerequisites: knowledge of probability
through elementary stochastic processes and statistics through likeli-
hood theory.
2-3units, Win (Segmund, D)

STATS374. LargeDeviations—(Sameas MATH 234.) Combinatorial
estimatesandthemethod of types. L argedeviation probabilitiesfor partial
sumsand for empirical distributions, Cramer’ sand Sanov’ stheoremsand
their Markov extensions. A pplicationsin statistics, informationtheory, and
statistical mechanics. Prerequisite: MATH 230A or STATS 310.

3 units, not given thisyear

STAT S 390. Consulting Wor kshop—Skills required of practicing
statistical consultants, including exposure to statistical applications.
Studentsparticipateasconsultantsinthedepartment’ sdrop-in consulting
service, analyze client data, and prepare formal written reports. Seminar
providessupervised experiencein short term consulting. M ay berepeated
for credit. Prerequisites: coursework inapplied statisticsor dataanalysis,
and consent of instructor.
1-3 units, Aut (Owen, A), Win (Tibshirani, R), Sor (Olshen, R),
Sum (Saff)

STATS398. Industrial Research for Statisticians—Doctoral research
asin 298, but must be conducted for an off-campus employer. Final re-
port required. May be repeated for credit. Prerequisite: Statistics Ph.D.
candidate.

1-9 units, Aut, Win, Spr, Sum (Staff)

STAT S 399. Resear ch—Research work as distinguished from inde-
pendent study of nonresearch character listed in 199. May be repeated
for credit.

1-10 units, Aut, Win, Spr, Sum (Saff)

COGNATE COURSES

Seerespectivedepartment listingsfor coursedescriptionsand General
Education Requirements (GER) information. See degree requirements
above or the program’s student services office for applicability of these
coursesto amajor or minor program.

EE 374. Inferencein Graphical Models
3units, not given thisyear

EE 376A. Information Theory
3units, Win (Cover, T)

EE 376B. Information Theory
3 units, not given thisyear

GENE 211. Genomics
3units, Win (Cherry, J; Myers, R; Sdow, A; Sherlock, G)

GENE 244. Introduction to Statistical Genetics
3units, Aut (Tang, H)

MATH 236. I ntroduction to Stochastic Differential Equations
3 units, Win (Papanicolaou, G)

POLISCI 350B. Political M ethodology |l —(Same as POLISCI
150B)
5 units, Win (Jackman, S)

This file has been excerpted from the Stanford Bulletin, 2007-08, pages
647-652 . Every effort hasbeen madeto ensureaccuracy; post-press
changesmay havebeen madehere. Contact theeditor of thebulletin
at arod@stanford.edu with changesor corrections. Seethebulletin
web siteat http://bulletin.stanford.edu for additional infor mation.



