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17th Century: Probability theory developed initially in a correspondence between Blaise Pascal and Pierre de Fermat (1654) as a way to answer questions posed by the french nobleman Chevalier de Méré about dice games, e.g. Is it more likely than not that a "double six" will appear sometime in 24 throws of two dice? 

· Source of the classical view: probability is a theory of how to calculate the relative odds of various combinations of events whose likelihoods can be determined a priori.

18th Century: Development of probability as a theory of inference, especially by Jacob Bernoulli (1713), and Thomas Bayes (1763).  Bayes' rule: 


P(A|B) = P(B|A) * P(A) / P(B)

provides way to update probabilities based on new evidence.

19th and early 20th Centuries: Application of probablity to empirical science, especially by Pierre de Laplace (1814), and development of theory of statistical inference, e.g. by Ronald Fisher (1925).  

· Source of the frequentist view: probability is a theory that can be applied to events that have been observed many times.

Mid-20th Century: Development of axiomatic theories and methods for applying probability to the measurement of beliefs.

· Bases of the subjectivist view: probability is a theory that can be applied to people's statements regarding their degrees of belief, and to observed behavior in gambling. 

· Frank Ramsey (1926): Methods for inferring probabilities from observed choices.   E.g. a person's subjective probabililty P(A) for event A = the pie-section of a circle that must be shaded such that the person is indifferent between a bet on A happening and a dial landing in the shaded section.

· A.N. Kolmogorov (1933): Axiomatization of probability; defined criteria for a set of probabilities to be consistent with the theory.  3 basic axioms:

1. The probability of all possible events (the sample space) S, P(S) = 1.

2. For all events A in S, P(A)=0 or P(A)>0.

3. For any two events A, B in S, if A and B are disjoint (their intersection is null), P(A or B) = P(A)+P(B) [additivity]

· S.S. Stevens (1946): Characterization of scales of measurement for psychological quantities:

1. Nominal: categories only, can count

2. Ordinal: relation > only

3. Interval: arbitrary zero point and units 

4. Ratio: arbitrary units, unique zero point

5. Absolute: Unique units and zero point

Late 20th Century: Development of alternative theories of uncertainty measurement.

· e.g. Arthur Dempster (1967) and Glenn Shafer (1976) replace Kolmogorov's third axiom with a superadditivity condition:

3'. If A,B (disjoint) are both in S, Belief(A) + Belief(B) = Belief(A or B) 

    or

    Belief(A) + Belief(B) < Belief(A or B)

