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Mutual information

Fundamental Limits of:

Data Transmission (Channel coding theory)

Data Compression (Rate distortion theory)

This lecture:

Investigate the role mutual information plays in machine 

learning through selected examples



Prediction problem

We observe training data 𝑋1, 𝑌1 , 𝑋2, 𝑌2 , … , 𝑋𝑛, 𝑌𝑛 , 𝑋𝑖 ∈ 𝑅𝑑 is 

the feature, and 𝑌𝑖 is the label. We need to construct a 

prediction algorithm for future feature vectors.  

Two general approaches towards prediction:

Decision theoretic approach: first fit a probabilistic model of 

the joint distribution 𝑃𝑋𝑌, and then compute the Bayes rule 

Learning theoretic approach: directly construct a prediction 

𝑓 𝑋 with the aim that 𝐸[𝐿(𝑓 𝑋 , 𝑌)] is small. 



Two approaches

We discuss two approaches that are decision theoretic and 

learning theoretic, respectively. They both rely on mutual 

information.

Decision theoretic approach: Tree-Augmented Naïve Bayes 

(TAN): we assume that the joint distribution 𝑃𝑋|𝑌 factorizes as a 

tree graphical model

Learning theoretic approach: we assume that the function 

𝑓 𝑋 recursively partitions the feature space using a tree, and 

we try to find a tree that has small test error



Decision theoretic approach
We reduce the problem to an unsupervised learning problem 

first:

Say we observe 𝑋1, 𝑋2, … , 𝑋𝑛 such that the distribution 𝑃𝑋
factorizes as a tree. How we can learn 𝑃𝑋?

We do this unsupervised learning algorithm for each label 𝑌.



Tree graphical model structure

A comprehensive introduction: https://people.kth.se/~tjtkoski/chowliulect.pdf

https://people.kth.se/~tjtkoski/chowliulect.pdf


Tree graphical model structure

A comprehensive introduction: https://people.kth.se/~tjtkoski/chowliulect.pdf

An example of a Chow-Liu dependence structure

https://people.kth.se/~tjtkoski/chowliulect.pdf


Tree graphical model distribution

A comprehensive introduction: https://people.kth.se/~tjtkoski/chowliulect.pdf

Important: this shows that tree can be represented as either 

directed or undirected graphical models

https://people.kth.se/~tjtkoski/chowliulect.pdf


Maximum likelihood estimation

Parameter space: 

Likelihood function:



Log likelihood



Log likelihood

Non-negativity of KL divergence gives:

Plugging-in the log likelihood:



Log likelihood

Non-negativity of KL divergence gives:

Plugging-in the log likelihood:



Chow-Liu algorithm (1968)



Zooming out

Why should we use maximum likelihood? 

A variational formula

The Chow-Liu algorithm replaces the true mutual information by 

the empirical mutual information. 

Conceptually, what if there exists a much better estimator for 

mutual information than the empirical one? 



Numerical results (alphabet=10^4)

O

kPlug-in

JVHW’15

VV’13



Code online



Chow-Liu algorithm (1968)

Setting: star graph, 7 nodes, each node alphabet size 300

≈ 47𝑘

Sample size

Expected 

wrong-

edges-ratio



Our modified CL (JVHW’15)

Setting: star graph, 7 nodes, each node alphabet size 300

≈ 47𝑘≈ 6𝑘

Sample size

Expected 

wrong-

edges-ratio



Our modified CL (JVHW’15)

Alphabet size 300

≈ 47𝑘≈ 6𝑘 ≈ 200𝑘≈ 22𝑘

Alphabet size 600



Dataset “letter’’ in UCI machine learning repository

Tree-Augmented Naïve Bayes (JHW’16)

original 

classifier

modified 

classifier

Dataset size

Classification 

error 

probability



Learning theoretic approach
How can we find a function 𝑓 𝑋 that estimates 𝑌 well? 

Decision tree learning literature: use heuristics



An early example: ID3



Measuring the quality of attributes

Information Gain: conditional mutual information



Many variants of decision trees

C4.5, CART, Adaboost, Xgboost…


