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Step 1: Segment the court using color 
thresholding for the dominant color from 
the center of the image.

Step 2: Extract the court outline by 
applying canny edge detection to the 
largest court-colored blob.

Step 3: Apply Hough transformation and 
locate the line intersections that are near 
the court’s edges.

Step 4: Find the centroids of intersection 
clusters. These are taken to be the court 
corners. 

Our algorithm generates robust estimations of the pixel coordinates for the four corners of the 
court and the ball. For finding the court, we approximate the corner locations using a Hough 
transform-based method. We use several filter types for identifying ball location candidates. In 
some cases the ball is misidentified or not found in a particular frame, so we generate multiple 
candidate positions for the ball’s location and leverage the most informative candidates using 
state-estimation techniques.

Step 1: Process the stereo images 
to locate ball and court. Step 2: Undistort the points using 

calibration parameters and convert to a 
pinhole model in world coordinates.

Step 3: Infer camera position using 
perspective-n-point. Also, triangulate 
the ball candidates ray intersections. 
Apply kalman filter with unknown 
correspondence to estimate ball 
location and velocity
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Segment Triangulate Filter

Calibration ● Focal length
● Radial distortion
● Tangential distortion
● Optical center

Perspective-n-Point
Solver

● Camera position
● Camera orientation

● Frame differences
● HSV thresholding
● RGB thresholding
● Cornerness metric
● Small-region removal
● Centroid calculation

(x,y): (445, 634)

Our system is flexible enough to account for smartphone cameras with different focal lengths and distortion coefficients. Using the MATLAB 
Image Processing Toolbox, we calibrated two iPhone 6 cameras by capturing a planar checkerboard pattern to find the focal lengths, distortion 
coefficients, and optical centers for each camera. Then, in the triangulation stage, we solve for the camera’s position and orientation using a 
perspective-n-point solver with the detected locations of the court’s corners. 

Camera Calibration: Determining Intrinsic and Extrinsic Parameters

Image Segmentation: Court-Finding and Ball-Finding

In our design, we use a multi-stage pipeline to identify the court and ball positions in each frame. Then, we infer the camera position and 
triangulate the ball. To account for extraneous noise in our system (such as false positives in the ball segmentation step), we include a filtering 
step which can predict the ball’s position and velocity under uncertainty. 

In implementing this system, we aimed 
to reinforce principles from EE368. Our 
solution draws heavily on image 
processing theory, including color 
science, image segmentation, 
homography estimation, morphological 
processing, corner-detection, and 
multiple-view geometry.

Above: Our tennis-ball tracker 
successfully traces the path of the ball 
in each of the videos. With the 
image-space position of the ball and 
court boundaries, we can reconstruct 
the ball’s trajectory from any angle, such 
as the bird’s-eye-view (shown left). 
Additionally, we estimate the speed of 
the ball at each frame.

Tennis is a sport which is enjoyed by millions of people around the world. For players 
who are practicing to improve their skills, useful information is gathered from studying the 
3D trajectory of the ball as it moves during play. However, measuring this trajectory 
typically requires highly specialized recording equipment and careful calibration. In our 
project, we challenge this by making trajectory estimation more consumer-accessible. 

We present a ball trajectory-measuring system which relies only on two smartphone 
cameras and our own algorithm for automatically interpreting the recorded stereo 
footage. Given two recorded views of the tennis game, our system outputs 
frame-by-frame data including the ball’s speed and estimated 3D position (to ~0.3m).
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Above: Ball Detected: 186 of 201 frames, Court Corners Location Error: <25 pixels, Estimated World-Space Ball Position Error: <0.3 m 


