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Automated	Die	Study	of	Greek	Coins	via	Cluster	Analysis	
	
Background	

One	of	the	tools	historians	use	when	trying	to	understand	the	economies	of	ancient	civilizations	
is	the	die	study.	Researchers	pore	over	collections	of	coins	from	a	particular	region	and	attempt	to	
determine	which	coins	were	created	from	the	same	engraving	(die).	From	the	number	of	dies	in	use	in	a	
region,	these	researchers	can	extrapolate	about	the	economic	health	of	the	region	at	that	time.		

If	each	die	depicted	a	completely	different	person	or	animal,	the	sorting	process	would	be	
simple,	but	often	coins	will	feature	the	same	subject,	even	if	they	come	from	different	dies.	Since	the	dies	
were	made	by	hand,	no	two	dies	were	identical,	but	sometimes	the	differences	can	be	as	subtle	as	the	
shape	of	the	nose	or	eye,	details	on	the	helmet,	or	the	number	of	leaves	in	a	palm	branch.	Since	the	
studies	are	so	time	intensive,	the	corpus	of	studied	coins	is	much	smaller	than	the	number	of	extant	
coins.	Automating	the	process	could	generate	much	more	information	about	commerce	in	ancient	times.	
	
Problem	Statement	

Given	scanned	pages	of	coin	pictures1,	extract	the	individual	coin	images	and	then	group	them	
based	on	distinctive	features	of	the	depicted	subject.	
	
Algorithm	

1. Image	Acquisition	–	Binarize	the	scanned	pages,	and	open	with	a	circular	structuring	
element	to	eliminate	any	sparse	text.	Perform	hole	filling,	if	necessary,	to	complete	the	coin	
masks.	Then,	for	each	detected	coin,	extract	the	pixels	from	that	location	and	save	those	
pixels	as	an	individual	coin	image.		

2. Image	Registration	–	For	each	coin,	detect	the	foreground	of	the	coin.	Register	coins	so	that	
the	foregrounds	have	the	same	size	and	orientation.	Crop	the	edges	of	the	coins	so	that	
irregularities	in	coin	edges	are	not	captured	in	feature	extraction.	

3. Feature	Extraction	–	Apply	SIFT,	Gabor	(or	other)	wavelets,	or	some	other	feature	extraction	
tool	to	capture	edge	information	on	coin	surface.	

4. Clustering	–	Apply	cluster	analysis	to	the	features.	Initially,	in	order	to	determine	feasibility,	
I	plan	to	do	this	with	an	algorithm	like	Lloyd’s	algorithm	(K-means)	that	requires	K	to	be	
known,	but	in	order	for	the	tool	to	be	useful	in	the	long	run,	this	would	need	to	use	an	
algorithm	that	estimates	K,	such	as	X-means.	
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1	In	order	to	measure	the	effectiveness	of	the	algorithm,	we	must	use	labeled	data	(i.e.	past	die	studies).	Die	
studies	tend	to	come	in	book	form	only.	


