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Motivation

US Environmental Protection Agency(EPA) report of electricity 
use by data centers



  

Motivation

● Recent study by Professor Jonathan Koomey, Stanford shows 
that electricity used by data centers worldwide has increased 
by 56% from 2005 to 2010.

● Electricity used by global data centers in 2010 accounts for 
1.1-1.5% of total electricity use. In US , it is about 1.7-2.2%. 

● Several techniques are being developed and applied at 
system and circuit level to reduce the power consumption of 
the servers.

● This has controlled the trend in electricity use that would have 
doubled otherwise.



  

Power Consumption of Switches

● High power consumption due to increase in network speed,traffic 
demands and circuit density. 

● When large number of packets are received and routed, the power 
required to operate the switches increases significantly. 

● Power consumption is limited by the physical constraints within the 
switch, customer and industry standards.

● Scheduling algorithm that determines the packets to service must 
also balance throughput and power consumption.  

● This necessitates power and delay aware scheduling algorithms for 
packet switches. 



  

Switch Model

● N X N switch N line card processing units(LCP), N2 virtual 
output queues(VOQ) and crossbar switching fabric. 

● Crossbar constraint - no output simultaneously receives 
packets from more than one input VOQ and no input 
simultaneously transfers packets to more than one output.
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Definitions

● Backlog state of the switch a time t is denoted by backlog 

vector xt = [xt
1,
...xt

q.
..xt

Q
] , Q = N2  

● Packets are serviced at the beginning of time t denoted by 

service vector st = [st
1,
...st

q.
..st

Q
] 

● Packets arrive in the VOQs at the end of time t denoted by 

arrival vector at = [at
1,
...at

q.
..at

Q
] 

● Backlog state of the switch a time t+1 is xt+1 = xt – st +  at



  

Cost Functions

● Power cost in servicing packets at time t is quadratic and 

denoted by (st)TR st , R is the power cost matrix.     

● Backlog cost at time t is quadratic and denoted by (xt)TQ xt , 
Q is the identity matrix.   

● Total cost = Σ   ( (st)TR st + (xt)TQ xt )

● We need a scheduling algorithm that minimizes the average 
cost over a period of time. 

● The algorithm must continuously learn from the load in the 
switches and minimize the average cost. It can defer or 
service a packet at time t to minimize the average cost. 

                      



  

 Reinforcement Learning(RL)

● The agent interacts with environment and learns through 
consequences of actions-reward.

● An environment is represented by Markov decision process 
(MDP) consisting of four tuple (S,A,R,P), where S is state 
space, A is action space, R is reward model and P stands for 
transition model.

● At time t the environment is in state xt Є S, the agent takes an 
action at �  A and receives a scalar reward rt  .

● The agent transitions to the next state xt+1.

● The goal of RL agent, is to find a near optimal policy in a such 
a way that if the agent follows that policy from any given state 
then its sum of future reward is maximum .



  

Q Learning

● Simple, sample based , online and incremental learning 
method

● Does not require access to the model of the environment 
unlike dynamic programming. 

● Q value :  Q(x,a)=E[r
0 + γr1+γ2r2+···],  γ is discount factor. 

● The agent takes greedy actions mostly but also does 
exploration.

● Q learning update is as follows,

        Qt+1(xt, at) = Qt(xt, at)+لاαt [rt 
+� max

a'
Qt(xt+1, 

a' )-Qt(xt, at)]

                    



  

Network Processors

● Power cost : (st)TR st  . How to find the power cost matrix R ?

● Network processors are programmable chips like general 
purpose processors but they are optimized for packet 
processing. 

● They are programmable as a CPU but as fast as an ASIC.

● They perform functions such as pattern matching,key lookups, 
computation,bit manipulation,queue management..  

● Used in switches, routers, firewalls, VOIP bridges..

● Approach: Analyze a state of art network processor to arrive at 
the values for cost matrix R. 



  

Netlogic - XLP832 
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Packet Flow
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Dynamic Power Calculation

● 3 types of packets - Ack(48B) ,Data(512B), Video(1500B)

●  CPU
 4 way multi threaded 64 bits MIPS core
 4W/1Ghz, Power/instruction, mostly arithmetic,loads/stores 

● Security engine
Similar to Netlogic's AU1550 security network processor 
500mW/400Mhz,40Gbps of encryption/decryption

Packet type

Video 1452 290.4 145.2

Bytes to 
process

Time to 
process/pack

et(ns)

Power/packet 
(nW)

ACK 18 1.608E-008
Data 93 8.308E-008
Video 18 1.608E-008

Functional 
units

Instructions /
packet

Power 
/packet(W)



  

Dynamic Power Calculation 
● Caches and memory

Power/access or power/byte

● Network Accelerator/Packet Ordering Engine
Many in-order 32 bit MIPS cores
100mW/1Ghz

● I/O ring
Transfers 64B/clk cycle. 
Bus width:256, data rate: 50 Gbps,8 lanes at 6.25Gbps each  

I cache 10.5% 14 0.14 8.75000 100 1600 16
dcache 3.0% 4 0.025 3.12500 160 1280 8
L2 4.2% 5.6 0.28 8.75000 20 640 32
L3 0.6% 0.8 0.8 6.25000 1 128 128

324 50 274 3.12500 16
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Total Dynamic Power

● Design units that have same power consumption for all 
packets such as Network accelerator engine,packet ordering 
engine, rings are not included in the calculation. 

● Power consumption of DMA engine and memory controller are 
assumed negligible.

● Memory accesses dominate the power consumption.

Packet type

ACK 3.2242E-010 0.424 1.608E-008 1.144 0 0 0.424 3.2242E-010 1.992000017
Data 3.4391E-009 1.874 8.308E-008 5.349 0 0 1.874 3.4391E-009 9.09700009
Video 1.0075E-008 4.9615 1.608E-008 1.144 1.452E-007 4.9615 4.9615 1.0075E-008 16.02850018
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Simulation – 2  x 2 Switch
● 2 input ports each with 2 VOQs and 2 output ports

● Each VOQ can have at most 2 packets.No more than 2 
packets can arrive at any time in a VOQ.

● Switch follows crossbar constraint and can service at most 2 
packets from each port at a time. 

● Supports 3 types of packets on each VOQ, but there can be 
be only packets of same type in a VOQ at a time.

● MDP M= (S,A,R,P) that represents the switch is developed. 
There are 2401 states, each can have 25 actions.

● Transition probabilities that represent P are developed based 

on the linear equation xt+1 = xt – st +  at

● Reward is represented by the total cost(power and backlog).

● Simulations are done in Matlab  



  

Dynamic Programming(DP)

● Applied to validate average reward from Q-learning.

● Unlike RL, DP requires knowledge of the model - transition 
probabilities,P and reward,R  for a given state and action.

● RL needs to construct sample trajectories and learn from 
these samples while DP does not need to do this. P and R are 
not available in real world problems. 

● Value iteration 
- For a state-action pairs, given R and P
 Q-value update for iteration t is 
 Qt+1(x, a) = ∑

x'
P(x'|x,a) (R(x,a,x') +� max

a'
Qt(x', 

a' ))
- It synchronously updates Q values for all state-action pairs in 
a iteration. 
- It repeats this until the Q values stop changing beyond a 
threshold.



  

Interesting observations

● Varying step size
- Large step size initially(exploration phase) and small step 
size when the algorithm is about to converge(exploitation)

● Exploration policy
- Greedy mostly, but also sometimes take random actions or 
actions that have not been hit frequently.

● Stochastic environment
- There can be any arrival pattern(not exceeding 2 packets in 
a port) at a time. 
- With large state space and uniform probabilities for all the 
arrival patterns, it is harder to find optimal solution. 



  

Results
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