
CS 229 Final ProjetOCR using an unsupervised hidden layerKevin Shan2008/12/121 BakgroundOptial Charater Reognition (OCR) is a supervised learning problem in whih we wishto ategorize letters based on similarity to a training set. Ideally, this measure of simi-larity should be invariant to \allowed" distortions with onstraints suh as ontinuity ormonotoniity.One partiularly interesting approah that is the subjet of ongoing researh is elastimathing, whih does exatly that. In a typial appliation, the sample image is warped tomath a referene image, and either a ost funtion of the warping funtion or a onventionaldistane metri applied to residual error is used to measure the similarity between sampleand referene images.However, it has been shown1 that elasti mathing is an algorithmially hard problemwith exponential time solutions.2 MotivationOne alternative to true elasti mathing is shape normalization and Gaussian blurring.In our ase, shape normalization involved �nding the smallest bounding box and reshap-ing it to square proportions. This yields normalized images that are invariant to translationand saling on the oordinate axes (and also in funny artifats on sans-serif `I's, whih arestrethed into squares).Gaussian blurring is a simple and nonspei� way to inrease generalizability. To makeour training feasible, we also redued the size of the normalized image to 16 � 16 pixels,yielding a 256-length feature vetor.Our training sets omprise 95 omputer fonts in 11 di�erent rotations (26 haratersper set) and 20 sets of handwriting samples from 7 di�erent people using various pens (611



Classi�er Base fonts Unrotated All fonts HandwritingLinear SVM trained on base fonts 0.0 13.9 42.1 53.1LMS trained on base fonts 4.2 13.6 31.5 47.0LMS trained on unrotated fonts 5.2 7.6 22.7 48.3LMS trained on all fonts 11.5 11.2 13.3 52.6LMS trained on handwriting 54.0 58.7 64.5 40.9Table 1: Error rates (%) of various lassi�ers on various test sets. Note that our featurespae is a 256-element vetor and the test sets are 286, 2,470, 27,170, and 1,220 haraterslong, respetively.haraters per set). Subsets of the omputer fonts inlude \base fonts," whih is a seletionof 11 very popular fonts; and \unrotated fonts," whih is the 95 fonts without rotation.We tested on many ombinations of training and test data to get an idea of the gen-eralization error of this approah. Unfortunately our ability to train SVMs was limitedthe availability of CPU yles, so we were only able to train one very limited linear SVM,though ideally we would have liked to train an SVM with a Gaussian kernel.Table 1 lists the results from our testing. While the shape normalization artifats withthe sans-serif `I's surely aount for some of the error, that e�et is limited to 1=26 = 3:8%.Nor is it an issue of training set size, as we an see from inreasing the training set.So it seems that linear lassi�ers operating on shape normalized data just aren't verygood at the OCR problem, motivating us to look more losely at elasti mathing.3 Approah - density estimationAlthough there are numerous approximations to the elasti mathing problem that utilizedynami programming to make the problem feasible2;3, we will approah this in a di�erentway.We will treat the image as a probability density funtion where the relative intensity ofeah pixel (x; y) is the relative probability of that (x; y), then �t a mixture of Gaussiansto this density distribution. The parameters � of that Gaussian �t onstitute our \DensityEstimate."Figure 1 shows a summary of this proess ow. In this example, we have taken anunproessed 128 x 128 greysale image (note that we haven't even ropped out the exesswhitespae, a task that is not trivial in pratial handwritten harater reognition), ap-proximated it using a mixture of 16 Gaussians, and then reonstruted from the densityestimate to verify that the method works.One minor hange to the mixture-of-Gaussians distribution that we tried was foringall Gaussians to have the same radius of minor axis. This ould be interpreted as a global2



Figure 1: Density estimation proess. We start with the original image (1(a)), �t a mix-ture of Gaussians to the pixel intensity distribution using an expetation-maximizationalgorithm (1(b)), and �nally we an verify the result by inspeting the reonstrution ofthe original image using the density estimation parameters (1())line width parameter. Unfortunately, this algorithm did not onverge well for serif fonts,whih typially use a variety of line widths per harater, so we abandoned it in favor ofthe less-onstrained mixture-of-Gaussians model.To evaluate the reliability of these reonstrutions we ran the density estimation algo-rithm on our 95 fonts and 20 handwriting samples and ompared the reonstruted imagesto the original samples. Figure 2 shows the result of this analysis on an alphabet-by-alphabet basis (rather than a harater-by-harater basis).Visual inspetion of the failed ases shows that the issue is not typially failure toonverge but rather utuations in density due to the unevenness of Gaussians omparedto the at zero/one pixel intensities found in the font samples.4 DisussionWe an tell, at least qualitatively, that the density estimation parameters apture muh ofthe relevant information in the original image.However, we have redued the dimensionality of the image signi�antly, from a 128�128greysale image to k = 16 sets of density estimation parameters in R6 , eah desribing aGaussian distribution.Seond, we vetorized a raster image. Now saling/rotation/translation transforma-tions are all aÆne operations (these operations would otherwise require resampling withinterpolation).These two e�ets make subsequent operations muh faster, allowing for a wider rangeof iterative lassi�ation algorithms, inluding elasti mathing.3
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Figure 2: Histogram of orrelations between original alphabet and alphabet reonstrutedfrom density estimationFor the OCR problem, it would be ideal to use elasti mathing as a determinantfuntion and an SVM for the top layer lassi�er. For example, we ould use the warpingost funtion or post-warp distane as a kernel funtion for an SVM kernel.Although we inur a overhead due to the expetation maximization algorithm, it trans-forms our data into a form that is muh easier to work with. For example, in a regularizedSVM operating in a high dimensional feature spae, we expet to have many nonzero �i.For eah test sample, the kernel funtion needs to be alulated for every nonzero �i, so op-erating in the density estimation spae an still o�er a signi�ant performane improvementdespite the overhead of the mixture of gaussians �t.5 Diretions for further researhThe next step would be to atually kernelize an elasti mathing distane metri to operatein density estimation spae using something a variant of something like Uhida and Sakoe'squadrati disrimination tehnique4.Finally, in instanes where we are interested in warping of more omplex images (ratherthan line art like type and handwriting), this tehnique of density estimation for elastimathing an be used in onjuntion with onventional elasti mathing at the pixel level.4



For example, it an be used to guide a fast routine suh as pieewise linear elasti mathing,whih is a relatively fast algorithm but requires areful seletion of pivot points5.Notes1D. Keysers and W. Unger. Elasti Image Mathing is NP-Complete. Pattern Reognit. Lett. 24(1-3),445-453 (2003)2S. Uhida and H. Sakoe. A Survey of Elasti Mathing Tehniques for Handwritten Charater Reog-nition. IEICE Trans. Inf. & Syst. E88-D, 1781 (August 2005)3D. Keysers, T. Deselaers, C. Gollan, and H. Ney. Deformation models for image reognition. IEEETrans. on Pattern Analysis and Mahine Intelligene 29(8), 1422-1434 (August 2007)4H. Mitoma, S. Uhida, and H. Sakoe. Online Charater Reognition Based on Elasti Mathing andQuadrati Disrimination. Pro. ICDAR '05 (2005)5S. Uhida and H. Sakoe. Pieewise linear two-dimensional warping. Systems and Computers in Japan32(12), 1-9 (2001)
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