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A leader in wealth Morgan Stanley maintains a content library with hundreds of
thousands of pages of knowledge and insights spanning investment strategies, market
research and commentary, and analyst insights. This vast amount of information is housed
[across many internal stes, largely in PDF form, requiring advisors to scan through a great deal

tofind to ions. Such searches can be time-consuming
and cumbersome.

With the help of OpenAl's GPT-4, Morgan Stanley is changing how its wealth management
personnel locate relevant information.

Starting last year, the company began exploring how to harness its intellectual capital with
GPT's ings and retrieval ilities—first GPT-3 and now GPT-4. The model will
lpower an internal-facing chatbot that performs a comprehensive search of wealth
Imanagement content and “effectively unlocks the cumulative knowledge of Morgan Stanley
Wealth Management,” says Jeff McMillan, Head of Analytics, Data & Innovation, whose team is
leading the initiative. GPT-4, his project lead notes, has finally put the ability to parse all that
insight into a far more usable and actionable format.
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IR is a hard NLU problem

what protect the
digestive system against viruses

&

In the stomach, gastric acid and
proteases serve as powerful
defenses against ingested pathogens.
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Classical I’R - IR metrics - Neural IR - Datasets
IR is revolutionizing NLP
Standard QA OpenQA
Title: Bert Title: Sesame Street
Context: Bert is a Context: Bert and

Muppet who lives with
Ernie.

Q: Who is Bert?

A: Bert is a Muppet

Ernie are Muppets who
live together.

Q: Who is Bert?

A: Bert is a Muppet

Title, Context, Question, and
Answer given at train time.
Title, Context, Question given
a test time.

Only Question and Answer
given at train time. Only
Question given at test time.
Title/Context retrieved.

Conclusion
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Knowledge-intensive tasks

Question answering

Claim verification

Commonsense reasoning
Long-form reading comprehension
Information-seeking dialogue

Summarization

N o Uk W NRE

Natural language inference
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Classical IR

[Q When was Stanford University founded? ]

Term look-up

Document scoring

doc39 A History of Stanford University
doc47 Stanford University Wikipedia
doc64 Stanford University About Page

Conclusion
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“LLMs for everything”

Q When was Stanford University founded?

Stanford University was founded in 1891.
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Neural IR

Q When was Stanford University founded?

ee oo ee oo CICRCRC Y ee oo ee e o

Scoring and extraction

“Stanford University was founded in 1885 by California
senator Leland Stanford and his wife, Jane”
A History of Stanford University

“Stanford was founded in 1885 by Leland and Jane Stan-
ford in memory of their only child, Leland Stanford Jr.”
Stanford University Wikipedia

“Opened in 1891”

Stanford University About Page

Datasets

Conclusion
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Retrieval-augmented in-context learning

Context: Kermit is one of the . )
Train or Retrieved
stars of Sesame Street.
Q: Who is Kermit? Train

A: Kermit is the one of the

stars of Sesame Street. Train or Retrieved

Context: Bert is a Muppet who

lives with Ernie. Retrieved

Q: Who is Bert? Given

A: Predicted
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IR is more important than ever!
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IR is more important than ever!

Google's Bard Al bot mistake
wipes $100bn off shares

Google unveiled its new bot called Bard
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Google's Bard Al bot mistake

wipes $100bn off shares

o Mode

< Please answer the following question and provide references for your answer. Which web pages can back you up? = compite
Q: Are professional baseball players allowed to glue small wings to their cap? Vodel

A:No, professional baseball players are not allowed to glue small wings to their cap. According to ML rules, players are prohibited from
altering their caps in any way (1). This includes gluing wings or any other objects to their caps. The only exception is that players may attach
MLB-approved patches (2)

References:
1 b 5
2 mib, patch-g

text-davinci-003

Temperature

Maximum length

Stop sequences

Top P

256

Q band

GETTY IMAGES

Google unveiled its new bot called Bard

Conclusion
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Google's Bard Al bot mistake

wipes $100bn off shares

@sf

Q: Are professional baseball players allowed to glue small wings to their cap?

altering their caps in any way (1). This includes gluing wings or any other objects to t
MLB-approved patches (2)

References:

GETTY IMAGES

Google unveiled its new bot called Bard

A:No, professional baseball players are not allowed to glue small wings to their cap. According to MLB rules, players are prohibited from

ion \](hat players may attach

eir capg. The only. excebu
Fabricate

Model

text-davinci-003

Temperature 07

Maximum length 256

Stop sequences

TopP 1

Conclusion
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Google's Bard Al bot mistake
wipes $100bn off shares

2. https://www.mlb.com/news/mib-patch-

1. https://www.mlb.com/news/mlb-rules-al

osf
Mode
- Please answer the following question and provide references for your answer. Which web pages can back you up?
= Complete

Q: Are professional baseball players allowed to glue small wings to their cap? Joel
A:No, professional baseball players are not allowed to glue small wings to their cap. According to ML rules, players are prohibited from text-davinci-003
altering their caps in any way (1). This includes gluing wings or any other ab jects to their capg. The only exception i (ha( players may attach
MLB-approved patches (2) rl C a ed Temperature 07
References:

Q band

GETTY IMAGES

Google unveiled its new bot called Bard

Vanilla LM

Retrieve-
then-Read

Multi-Hop
DSP Program

( How many storeys are in the castle David Gregory inherited? W
@ _

LM: Castle Gregory has three storeys. X Hallucinates
afictitious castle

RM: “St. Gregory Hotel is a nine-floor boutique hotel in D.C...

L1 St Gregory Hotel has nine storeys. Aisleves a
different building

LM: “Which castle did David Gregory inherit?”

RM: “David Gregory inherited Kinnairdy Castle in 1664..." J

LM: “How many storyes does Kinnairdy Castle have?”

RM: “Kinnairdy Castle is a tower house, having five storeys...”

LM: Kinnairdy Castle has five storeys.

Conclusion
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IR is more important than ever!

Google's Bard Al bot mistake
wipes $100bn off shares

osf
Mode
- Please answer the following question and provide references for your answer. Which web pages can back you up? ¢
= Complete

Q: Are professional baseball players allowed to glue small wings to their cap? Joel
A:No, professional baseball players are not allowed to glue small wings to their cap. According to ML rules, players are prohibited from text-davinci-003
altering their caps in any way (1). This includes gluing wings or any other ab jects to their capg. The only exception i (ha( players may attach
MLB-approved patches (2) rl C a ed Temperature 07

References:

1. https:/ .mib. Ib-rules-af i 4 ¢ i
pefawmibcom/mans/mibsies-al ( How many storeys are in the castle David Gregory inherited? W
« J

2. https://www.mlb.com/news/mib-patch-

Conclusion
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. LV
Vanilla |f
B Microsoft Bing Q SEARCH © char
Retriey
then-Rej
Q ba\'d How many storeys are in the castle David Gre:

GETTY IMAGES

Google unveiled its new bot called Bard

/' Searching for: castle David Gregory inherited
Multi-H{ ~~ Searching for: Kinnairdy Castle storeys

DSP Progrd /' Generating answers for you...

David Gregory inherited Kinnairdy Castle * 2 ® “ a tower house in Aberdeenshire,
Scotland ® © . According to some sources ® 7, Kinnairdy Castle has five storeys and a
garret. Is this what you were looking for?

Learn more: 1.bing.com 2. enwikipedia.org 3. wikiwand.com  4.anivorg  +6 more
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IR is more important than ever!

Google's Bard Al bot mistake
wipes $100bn off shares

osf
Mode
- Please answer the following question and provide references for your answer. Which web pages can back you up? ¢
= Complete

Q: Are professional baseball players allowed to glue small wings to their cap? Joel
A:No, professional baseball players are not allowed to glue small wings to their cap. According to ML rules, players are prohibited from text-davinci-003
altering their caps in any way (1). This includes gluing wings or any other ab jects to their capg. The only exception i (ha( players may attach
MLB-approved patches (2) rl C a ed Temperature 07

References:

1. https:/ .mib. Ib-rules-af i 4 ¢ i
pefawmibcom/mans/mibsies-al ( How many storeys are in the castle David Gregory inherited? W
« J

2. https://www.mlb.com/news/mib-patch-

. LV
Vanilla |f
B Microsoft Bing Q SEARCH © char
Retriey
then-Rej
Q ba\'d How many storeys are in the castle David Gre:

GETTY IMAGES

Google unveiled its new bot called Bard

/' Searching for: castle David Gregory inherited
Multi-H{ ~~ Searching for: Kinnairdy Castle storeys

DSP Progrd /' Generating answers for you...

David Gregory inherited Kinnairdy Castle * 2 ® “ a tower house in Aberdeenshire,
Scotland ® © . According to some sources ® 7, Kinnairdy.Castle has five storeys and
garret. Is this what you were looking for?

Learn more: 1.bing.com 2. en.wikipedia.org 3. wikiwand.com
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IR is more important than ever!

wipes $100bn|

s

Please answer the following questid

Q: Are professional baseball player
A:No, professional baseball player

altering their caps in any way (1). T
MLB-approved patches (2)

References:
1. https://www.mlb.com/news/mib]
2. https://www.mib.com/news/mi]

.
Q band

Google unveiled its new bot called Bard

GETTY IMAGES

Google's Bard Al bot mistake

- Write a biography of Christopher Potts from Stanfor

Biography of Christopher Potts
Happy to call this all true

Christopher Potts is a renowned linguist and cognitive scientist, 07

known for his groundbreaking work in the field of language and

communication. He is a professor of Linguistics and, by courtesy, of

Computer Science at Stanford University, where he has made

Conclusion

ributions to the study of language, emotion, and

JAll of this, and everything
jgenerated after it, is false.

Christopher Potts was born on May 15, 1972, in New York City, USA.

significant col

social cognition.

Early Life and Education:
1 castle David Gregory inherited?

He developed a deep curiosity for language from a young age, and
his passion for understanding the intricacies of human

communication led him to pursue higher education in linguistics.

He completed his Bachelor's degree in Linguistics from Yale

in Aberdeenshire,

University, where he graduated magna cum laude. He then went on
five storeys and ::I

to earn his Ph.D. in Linguistics from the University of
Massachusetts, Amherst, under the supervision of renowned

linguist Barbara Partee.
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Blog posts

Conclusion
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Building Scalable, Explainable, and Adaptive
NLP Models with Retrieval

Omar Khattab, Christopher Potts, and Matei Zaharia
October 5, 2021

[link]

L

Learning

A Moderate Proposal for Radically
Better Al-powered Web Search

Large language models could give us instant answers, but at a cost to trust. Stanford scholars propose an

alternative.

Jul 6, 2021 | Omar Khattab, Christopher Potts, and Matei Zaharia ¥ f @ in ©

[link]
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TF-IDF

For a corpus of documents D:

* Term frequency: TF(w, doc) = —c°“'|‘;g"‘c"|d°°)

Datasets

* Document frequency: df(w, D) = [{doc € D: w € doc}|

® Inverse document frequency: IDF(w, D) = loge (%)

* TF-IDF(w, doc, D) = TF(w, doc) - IDF(w, D)

IDF

docy docy docs docg
A 10 10 10 10 A 0.00
B 10 10 10 0 = B 0.29
C 10 10 0 O ¢ 0.69
D 0 0 0 1 D 1.39
TF TF-IDF
doc; docy docs docy docy; docy docs docy
A 033 0.33 0.50 0.91 A 0.00 0.00 0.00 o0.00
B 0.33 0.33 0.50 0.00 B 0.10 0.10 0.14 o0.00
C 0.33 0.33 0.00 0.00 C 0.23 0.23 0.00 o0.00
D 0.00 0.00 0.00 0.09 D 0.00 0.00 0.00 0.13

Conclusion

15/62



Guiding ideas Classical IR IR metrics Neural IR Datasets Conclusion
00000000000 000e0000000000 00000000000 000000000000 00 0000000 [e]e)

IDF values

3.0-
2.5-
2.0-

1.5-

IDF(w, D)

1.0 -

0.5-

. |D] =10

0.0 -
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Selected TF-IDF values

Selected TF-IDF values

0 091 082 085 '),

@ 69

docCount
o
1

" ‘
T T T T T

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

TF

T T 1
0.8 0.9 1.0
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Relevance scores

RelevanceScore(q, doc, D) = Z Weight(w, doc, D)

weq

where Weight is often TF-IDF.
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BM25

Smoothed IDF D]
IDFeMm25(W, D) = loge (1 +

— df(w, D) + 0.5)
df(w, D) + 0.5

Scoring
With k = 1.2 and b = 0.75 (or thereabouts):
TF(w,doc) - (k+1)
Scoregmzs (W, doc) = [doc]
TF(w,doc)+k-(1—b+b'W)

BM25 Weight
BM25(w, doc, D) = Scoregmzs(w, doc) - IDFgm25(w, D)

Best Match, Attempt #25; Robertson and Zaragoza 2009
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BM25 IDF values
— IDF
3.0- —— IDF-BM25, 5=0.01
—— IDF-BM25, 5=0.5
— IDF-BM25, s=2
25-

2.0-

IDF(w, D)

1.0-

0.5~

0.0- - |D| = 10

|D| — df(w, D)+ s
df(w,D)+s

IDFem25(W, D) =loge | 1 +
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BM25 Scores: avgdoclen

Doc length: 10
—— k=1.20, b=0.75, avgdoclen=3
—— k=1.20, b=0.75, avgdoclen=5
~— k=1.20, b=0.75, avgdoclen=10

BM25 Scores

00 01 02 03 04 05 06 07 08 09 10
TF(w, D)

TF(w, doc)-(k+1)
TF(W,doc)+I<-(1—b+b- )

Scoregmzs(w, doc) =

21/62
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BM25 Scores: b

Doc length: 10 Doc length: 10

k=1.20, b=0.10, avgdoclen=5 ~—— k=1.20, b=0.10, avgdoclen=10

— 50, avgdoclen=5 —— k=1.20, b=0.50, avgdoclen=10
— , b=0.75, avgdoclen=5 ~—— k=1.20, b=0.75, avgdoclen=10
2.0~ —— k=1.20, b=1.00, avgdoclen=5 2.0~ —— k=1.20, b=1.00, avgdoclen=10
4] g
= 1.5 = 1.5~
o o
S S
0 o
n n
o~ o~
s 10- s 1.0-
o )
0.5- 0.5~
00- ! ! ! 0.0- ! ! ) . ) . ) . . . )
0.0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1.0 0.0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1.0
TF(w, D) TF(w, D)

TF(W, dOC) . (/( + 1)
TF(W,doc)+k.(1_b+b.&)

avgdoclen

Scoregmzs(w, doc) =
b controls the doc length penalty
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BM25 Scores: k

Doc length: 10

25-
—— k=0.10, b=0.75, avgdoclen=5
—— k=120, b=0.75, avgdoclen=5
~—— k=2.00, b=0.75, avgdoclen=5
2.0-
¢
21s-
o
S
]
1
o~
S 10-
o
05-
0.0-

00 01 02 03 04 06 07 08 09 10

015
TF(w, D)

IR metrics
00000000000

Neural IR Datasets Conclusion
00000000000000 0000000 0o
S5 Doc length: 10

BM25 Scores

0.5~

0.0-

,_.
)

~—— k=0.10, b=0.75, avgdoclen=10
b

TF(w, doc) - (k+1)

Scoregmzs(w, doc) =

TF(w, doc) + k-(1—b+b-

|doc| )

avgdoclen

Flattens out higher frequencies
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Inverted indices

[Q When was Stanford University founded? ]

Term look-up

Document scoring

doc39 A History of Stanford University
doc47 Stanford University Wikipedia
doc64 Stanford University About Page
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Inverted indices

[Q When was Stanford University founded? ]

Term look-up

Document scoring

doc39 A History of Stanford University
doc47 Stanford University Wikipedia
doc64 Stanford University About Page
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Beyond term matching

A

Query and document expansion

Phrase search

Term dependence

Different document fields (e.qg., title, body)
Link analysis (e.g., PageRank)

Learning to rank

Conclusion
oo
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Tools for classical IR

1. Elasticsearch
https://www.elastic.co

2. Pyserini:
https://github.com/castorini/pyserini

3. PrimeQA
https://github.com/primeqga/primeqa

Conclusion
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Many dimensions

1. Accuracy-style metrics: These will be our focus.
2. Latency: Time to execute a single query.

3. Throughput: Total queries served in a fixed time,
perhaps via batch processing.

4. FLOPs: Hardware agnostic measure of compute
resources.

5. Disk usage: For the model, index, etc.
6. Memory usage: For the model, index, etc.

7. Cost: Total cost of deployment for a system.

28/62
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Relevance data types

Given a query g and a collection of N documents D:

1. A complete partial gold ranking D = [doc;y, ..., docy]
of D with respect to q.

» Unlikely unless D was automatically generated.
2. An incomplete partial ranking of D with respect to g.

3. Labels for which passages in D are relevant to q.

» Could be based in a weak supervision heuristic
like whether each doc; contains g as a
substring.

4. A tuple consisting of one positive document doc™
for g and one or more negatives doc™ for q.
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Success and Reciprocal Rank

Rank
For a ranking D = [docy, ..., docy], let

Rank(q, D)€ {1,2,3,...}

be the position of the first relevant document for g in D.

Success

i <
Success@K(q,D):{ 1 if Rank(qg, D) <K

0 otherwise

Reciprocal Rank

1 .
=== if Rank(g, D) <K
RR@K(qg, D) = Rank(qg,D) |
@K(q.D) { 0 otherwise

MRR@K is the average of this over multiple queries.

Conclusion

(e]e]
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Success and Reciprocal Rank: A comparison

D, for g D, for g Ds for g
1 docec = 1 doca 1 docp
2 docg 2 docc « 2 docg
3 docp 3 docg 3 docg
4 docg 4 docg 4 docec
5 doca 5 docg « 5 dock
6 docr « 6 docr « 6 doca

® Success@2(q,D1)=1 ® Success@2(q,Dz)=1 ® Success@2(q,D3)=0
° RR@2(q,D1)=1/1 °* RR@2(qg, D) =1/2 ° RR@2(q,D3)=0

31/62
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Precision and Recall

Ret(D, K) is the set of documents at or above K in D.

Rel(D, q) is the set of all documents that are relevant g.

Precision I
Ret(D, K) n Rel(D,
precK(q, b) e )K (D, 9)|

Recall Ret(D, K) n Rel(D
et(D, K) nRel(D,
Recok(q, ) Rt K)NRel(D, 9)

|Rel(D, q)|
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Precision and Recall examples

D, for g D, for g Ds for g

1 docec 1 doca 1 docp

2 docg « 2 docc 2 docg

3 docp 3 docg 3 docg «

4 docg 4 docg 4 docec «x

5 doca 5 docg « 5 docr «

6 docg 6 docr « 6 doca
® Prec@2(qg,D1)=2/2 ® Prec@2(q,D3)=1/2 ® Prec@2(q,D3)=0/2
* Rec@2(q,D1)=2/3 * Rec@2(q,Dy)=1/3 * Rec@2(q,D3)=0/3
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Precision and Recall examples

D, for g D, for g Ds for g

1 docec 1 docy 1 docp

2 docg « 2 docc « 2 docg

3 docp 3 docg 3 docg «x

4 docg 4 docg 4 docec «

5 doca 5 docg « 5 docr «*

6 docg 6 docr « 6 doca
® Prec@5(q,D1)=2/5 ® Prec@5(q, D2)=2/5 ® Prec@5(q,D3)=3/5
* Rec@5(q,D1)=2/3 * Rec@5(q, D) =2/3 * Rec@5(q,D3)=3/3
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Average Precision
D| { Prec@i(qg, D) if Rel(g, doc))

AvgPrec(q, D) i=1 0 otherwise
vgPrec(q, D) =
Rel(D, )|
D; for g D, for g Ds for g

1 docc ~« 1 doca 1 docp

2 docg « 2 docc 2 docg

3 docp 3 docg 3 docg «x

4 docg 4 docg 4 docc

5 docy 5 docg 5 docr

6 docg 6 docr 6 docy

Prec@1(q,D) =1/1 + Prec@2(q,D)=1/2 + Prec@3(q,D)

Prec@2(q,D) =2/2 + Prec@5(q,D)=2/5 + Prec@4(q,D)

Prec@6(q, D) =3/6 + Prec@6(q,D)=3/6 + Prec@5(q,D)
2.5/3 1.4/3 1.
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Conclusion

Which metric? There is no single answer!

1. Is the cost of scrolling through K passages low? Then
perhaps Success@K is fine-grained enough.

2. Are there multiple relevant documents per query? If so,
Success@K and RR@K may be too coarse-grained.

3. Is it more important to find every relevant document? If
so, favor Recall.

4. Is it more important to review only relevant documents?
If so, favor Precision.

5. F1@K is the harmonic mean of Prec@K and Recall@K. It
can be used where there are multiple relevant
documents but their relative order above K doesn’t
matter that much.

6. AvgPrec will give the finest-grained distinctions of the
metrics discussed here: it is sensitive to rank, precision,
and recall.
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Beyond accuracy

Hardware Performance
RAM Query Index Size
GPU CPU (GiB) MRR@10 Latency (ms) (GiB)

BM25 (Mackenzie et al., 2021) 0 32 512 18.7 8 1
BM25 (Lassance and Clinchant, 2022) 0 64 - 19.7 4 1
SPLADEV2-distil (Mackenzie et al., 2021) 0 32 512 36.9 220 4
SPLADEV2-distil (Lassance and Clinchant, 2022) 0 64 - 36.8 691 4
BT-SPLADE-S (Lassance and Clinchant, 2022) 0 64 - 35.8 7 1
BT-SPLADE-M (Lassance and Clinchant, 2022) 0 64 - 37.6 13 2
BT-SPLADE-L (Lassance and Clinchant, 2022) 0 64 - 38.0 32 4
ANCE (Xiong et al., 2020) 1 48 650 33.0 12 -
RocketQAv2 (Ren et al., 2021) - - - 37.0 - -
coCondenser (Gao and Callan, 2021) - - - 38.2 - -
CoT-MAE (Wu et al., 2022) - - - 39.4 - -
ColBERTV1 (Khattab and Zaharia, 2020) 4 56 469 36.1 54 154
PLAID ColBERTV2 (Santhanam et al., 2022a) 4 56 503 39.4 32 22
PLAID ColBERTV2 (Santhanam et al., 2022a) 4 56 503 394 12 22
DESSERT (Engels et al., 2022) 0 24 235 37.2 16 -

Santhanam et al. 2022c
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Beyond accuracy
= BM25 e DESSERT
m  BT-SPLADE-S e SPLADEv2-distil
m  BT-SPLADE-M = PLAID ColBERTV2
= BT-SPLADE-L e ANCE
40— =
—
o 351"
%30—
= 25
20 % | | | |
$0 $2.50 $5 $7.50 $10

Cost / IM Queries

Conclusion

(e]e]

Santhanam et al. 2022c
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Cross-encoders

1. Examples: (gj, doc;, {doc;, })

2. For a BERT-style encoder with N layers:
Rep(q, doc) = Dense (Enc([g; doc]n,0))

3. Loss: negative log-likelihood of the
positive passage

exp (Rep(q,-, doc,,*))
exp (Rep(qi, doc,.*)) + Z]f’:l exp (Rep(q,-, doc;j))

—log

Query Document

Incredibly rich, but won’t scale!
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DPR

1. Examples: (gj, doc;, {doc;, })

2. For a BERT-style encoder with N layers:

BB
Pzl sim(g, doc) = EncQ(q)n,0 TEncD(doc)n,o

3. Loss: negative log-likelihood of the
positive passage

exp (Sim(q,-, doc,,*))
—log - " - - —
Query Document eXP(S'm(Qi, doc; ))+Zj:1 exp (Slm(Qirdoci,j))

Highly scalable, but limited query/doc interactions!
Karpukhin et al. 2020
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Shared loss function

The negative log-likelihood of the positive passage:

Cross encoders

exp(Rep(q,‘, dOCf))
exp (Rep(q,-, doc,fr)) + Z}’Zl exp (Rep(q,-, doc;j))

—log

DPR
exp (SiM(QI, docl.*))
exp (Sim(q,-, docfr)) + Z;’Zl exp (Sim(q;, doc;j))

—log

General form

exp (Cmp(q,-, doclfr))
exp (Cmp(q,-, doc,fr)) + 27:1 exp (Cmp(q,-, doc;j))

—log

Conclusion

(e]e]
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ColBERT

Eafenfealeal - |

=] I 7 [59) [=)
A

m

Query

Document
For a BERT-style encoder with N layers:

L

MaxSim(q, doc) = > maxEnc(q)n,;TEnc(doc)y,)
—
1

with L is the length of g, M the length of doc.

Datasets Conclusion

1. Examples:
(qi, docl,*, {doc;k})

2. Loss: negative
log-likelihood of the
positive passage, with
MaxSim as the basis.

Highly scalable with late,
contextual interactions!

Khattab and Zaharia 2020
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Soft alignment with ColBERT

when did the Transformers cartoon series come out

The animated Transformers was released in August 1986
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ColIBERT as a reranker
Wy
docy W%
w3

Given query g = [w?,..., wM]:
1. Get the top K documents for

27 q using a fast, term-based
model like BM25.

, 2. Score each of those top K
W7 documents using ColBERT.

docyy W§7

dOC]_B

%u hﬁﬂ

44/62



Guiding ideas Classical IR IR metrics Neural IR Datasets Conclusion

Beyond reranking for ColBERT
w;
Wf docy
W3

Given query g encoded as vec-
tors [wl, ..., wM], for each query

wl vector w':
27 . . .
1. Retrieve the p most similar
w3, docz; token vectors w to w'.
w, 2. Score each dogc; using
CoIBERT.

dOClB

%u :%a
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Centroid-based ranking
w)
Wf docy

w3 Given g encoded as [wl,..., w"],
for each vector w':

1. Retrieve the p centroids

wl, closest to w'.
5 2. Retrieve the t most similar
w3, docyy token vectors wj’F to any of
the centroids.
w3
27 3. Score each dog; using

ColBERT.

docipg

EN I—‘EI—'
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CoIBERT latency analysis

B Query Encoding B Decompression
BN Candidate Generation ¥ Scoring
B8 Index Lookup

0 100 200 300
Latency (ms)

Santhanam et al

Conclusion
[e]e)

. 2022a
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CoIBERT latency analysis

B Query Encoding B Decompression
B Candidate Generation M@ Scoring
B8 Index Lookup

Latency (ms)

Core ColBERT model steps

Santhanam et al

Conclusion
[e]e)

. 2022a
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CoIBERT latency analysis

B Query Encoding B Decompression
B Candidate Generation M@ Scoring
B8 Index Lookup

0 100 200 300
Latency (ms)

Initial use of centroids for pruning

Conclusion
[e]e)

Santhanam et al. 2022a
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CoIBERT latency analysis

B Query Encoding EEEE Deccompression
Memory overhead from BN Candidate Generation ¥ Scoring
centroid and residual == Index Lookup
retrieval over a huge
index.
0 100 200 300

Latency (ms)

Conclusion
[e]e)

e -
J

... for up to 40K passages

Santhanam et al. 2022a
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Additional ColBERT optimizations

E  Query Encoding EEEE  Decompression
IR Candidate Generation X Scoring
= Index Lookup

PLAID generates many
more candidates and
then filters them

extremely efficiently.

200 300

Latency (ms)

100

(a) Vanilla ColIBERTv2 (nprobe=4, ncandidates=2'°).

0 100 200 300
Latency (ms)

(b) PLAID ColBERTv2 (k = 1000)

Conclusion

(e]e]

Santhanam et al. 2022a
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SPLADE

Vocab
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o
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w

= w
NN N
0
w

sS4
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S21 2 S523
S11 1

e
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e

Sequence

IR metrics
00000000000

SPLADE(t, w7)
SPLADE(t, we)
SPLADE(t, ws)
SPLADE(t, ws)
SPLADE(t, w3)
SPLADE(t, wy)

SPLADE(t, w1)

Neural IR Datasets Conclusion
00000000000e00 0000000 oo

. Sij=

transform (Enc(t)y,))TEmb(w;) + b))
where

transform(x) =
LayerNorm(GeLU(xW + b))

and Emb(w) is the embedding for w.

. SPLADE(t, w)) =

M
Z log (1 + ReLU(sy))

. SimspLape(g, doc) =

SPLADE(q)" SPLADE(doc)

. Loss: Usual negative log-likelihood

plus a regularization term that leads
to sparse, balanced scores.

Formal et al. 2021
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Additional recent developments

This is an incredibly fast-moving field, but here are some selected
developments that caught my attention. | confess that these are
heavily biased towards ColBERT:

1. CITADEL (Li et al. 2022) is a lightning fast ColBERT-style model.

2. Lassance and Clinchant (2022) developed lightning fast
SPLADE variants.

3. DESSERT (Engels et al. 2022) offer ultra-efficient approximate
embedding search.

4. Lin et al. (2020) distill ColBERT into a single-vector model akin
to DPR.

5. DR.DECR Li et al. (2021) distills multilingual ColBERT models.
6. Choi et al. (2021) distill cross-encoders into ColBERT models.

7. Lee et al. (2023) rework the standard ColBERT objective so that
important tokens are retrieved first for blazing fast retrieval.
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Hardware Performance
N
©
NY S g @ & &
& & & 3 S @

BM25 4 mégd.med 11 $0.14 38.6
BM25 32 x2gd.Irg 10 $0.48 38.6
DPR 146 $6.78 52.1
ColBERTv2-S 206 $9.58 68.8
ColBERTv2-M 321 $14.90 69.6
ColBERTv2-L 459 $21.30 69.7
BT-SPLADE-L 46 $2.15 66.3
BM25 32 p3.8x| 9 $29.94 38.6
DPR 18 $61.06 52.1
ColBERTv2-S 27 $90.41 68.8
ColBERTv2-M 36 $123.35 69.6
ColBERTv2-L 55 $187.24 69.7
BT-SPLADE-L 33 $112.87 66.3

Conclusion
oo

Selected MS MARCO results form Santhanam et al. 2022c
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TREC

1. Text REtrieval Conference (TREC) has annual
competitions for comparing IR systems.

2. The 2023 iteration has a number of tracks:
https://trec.nist.gov/pubs/call2023.html

3. TREC tends to emphasize careful evaluation with a
very small set of queries (e.g., 50 queries, each
with >100 annotated documents).

4. Having few test queries does not imply few
documents!
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MS MARCO ranking tasks

N o o A WN B

MS MARCO Ranking is the largest public IR benchmark.

It is adapted from a Question Answering dataset

It consists of more than 500k Bing search queries
Sparse labels: approx. one relevance label per query!
Fantastic for training IR models!

Passage Ranking: 9M short passages; sparse labels
Document Ranking: 3M long documents; sparse labels
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BEIR: Benchmarking IR

Neural IR
00000000000000

For testing models in zero-shot scenarios:

Datasets
000000

Conclusion
oo

Split (=) Train Dev Test Avg. Word Lengths
Task (1) | Domain () | Dataset (1) | Title | Relevancy | #Pairs | #Query | #Query  #Corpus  Avg.D/Q | Query Document
Passage-Retrieval | Misc. | MSMARCO[45] | X | Binary |532761 | — | 6980  83841,823 Ll | 59 55.98
Bio-Medical Bio-Medical | TREC-COVID [65] v 3-level — — 50 171,332 4935 10.60 160.77
Information Bio-Medical | NFCorpus (7] v 3-level 110,575 324 323 3,633 382 330 23226
Retrieval (IR) Bio-Medical BmASQ 611 v Binary 32,916 — 500 14,914,602 47 8.05 202.61
Question Wikipedia NQ [34] v Binary 132,803 — 3,452 2,681,468 12 9.16 78.88
Answering Wikipedia Ho(polQA [76] v Binary 170,000 | 5447 7405 5233329 20 17.61 46.30
(QA) Finance FiQA-2018 [44] X Binary 14,166 500 648 57,638 26 10.77 13232
Tweet-Retrieval | Twitter | Signal-IMRT)[59] | X | 3-level | — | — | 97 2,866,316 19.6 | 930 13.93
News News TREC-NEWS [58] v 5-level —_ 57 594,977 19.6 11.14 634.79
Retrieval News Robust04 [64] X 3-level —_ 249 528,155 69.9 15.27 466.40
Argument Misc. ArguAna [67] v Binary — 1,406 8,674 1.0 192.98 166.80
Retrieval Misc. ‘Touché-2020 [6] v 3-level —_ 49 382,545 19.0 6.55 292.37
Duplicate-Question | StackEx. CQADupStack [25] v Binary — 13,145 457,199 14 8.59 129.09
Retrieval Quora Quora x Binary 5,000 10,000 522,931 1.6 9.53 11.44
Entity-Retrieval | Wikipedia | DBPedia [21] | v | 3levl | — | 67 | 400 4,635,922 382 | 539 49.68
Citation-Prediction | Scientific | SCIDOCS [9] | v | Binary | — | — | 1,000 25,657 49 | 938 176.19
Wikipedia FEVER [60] v Binary 140,085 6,666 6,666 5,416,568 12 8.13 84.76
Fact Checking Wikipedia Climate-FEVER [14] v Binary —_ —_ 1,535 5,416,593 3.0 20.13 84.76
Scientific SciFact [68] v Binary 920 —_ 300 5,183 11 12.37 213.63
Thakur et al. 2021
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LOTTE: Long-Tail, Topic-stratified Evaluation

Topic Question Set Dev Test
# Questions  # Passages Subtopics # Questions  # Passages Subtopics

wiig ) [N ) 7% M oo 20 Enelih
Rereaion | | Rt | o0 2% gy 2000 'K v Movies
Science iiar:f:: 23312 3ddic Starj:t:il::es‘,nfi\sgydenﬁa 2(6)13 1.694M Physix.atl;li,ology
Technoogy | | Fomm | 2008 M Gnu Syehdmin 200 % UK Seeuy
woe ) Gt | e e CRMRRRS 8w S

< Topic—aligned\ Search queries are from GooAQ linked to StackExchange.

dev-test pairings Forum queries are from questions-like StackExchange titles

Santhanam et al. 2022b
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XOR-TyDI

Information-seeking QA, OpenQA, and multilingual QA
XOR-TyDi v1.1 Leaderboard

Task 1: XOR-Retrieve

XOR-Retrieve is a cross-lingual retrieval task where a question is written in a target
language (e.g., Japanese) and a system is required to retrieve English paragraphs that
answer the question. The scores are macro-average over the 7 target languages.
Although we see the effectiveness of blackbox systems (e.g., Google Translate), we
encourage the community to use white-box systems so that all experimental
details can be understood. The systems using external blackbox APIs are highlighted
in gray and ranked in the table of "Systems using external APIs" for reference.

Metrics: R@5kt, R@2kt (the recall by computing the fraction of the questions for which
the minimal answer is contained in the top 5,000 / 2,000 tokens selected.)

Rank Model R@5kt R@2kt
1 PrimeQA (DrDecr-large with PLAID + Colbert 74.7 69.2
[ october 28,2022 v2)
IBM Research Al

https://nlp.cs.washington.edu/xorqa/
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Other topics

1. There is a large literature on different techniques
for sampling negatives.

2. Weak supervision can often create effective
retrieval labels. For example, Khattab et al. (2021)
say a passage is relevant in a QA context if it
contains the answer as a substring anywhere in the
passage.

3. Santhanam et al. (2022c) use Dynascores (Ma et al.
2021) to create unified leaderboards measuring
diverse IR metrics, including cost, latency and
performance. We will discuss Dynascores in detail
later in the course.
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NLU and IR are back together again, with
profound implications for research and
technology development!
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