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Lecture Plan

1. Introduction to human-centered NLP (10 mins)

2. Evaluation and ethics (10 mins) 

3. Human-centered NLP for social impact (10 mins) 

4. Learning from human feedback (40 mins)
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NLP in the age of LLMs
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Image credit to https://github.com/Mooler0410/LLMsPracticalGuide Image credit to https://www.anthropic.com/news/claude-3-family



Arising Issues and Risks
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Arising Issues and Risks 
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Jan 30th, 2023, via text-davinci-003 

Shaikh, Omar, Hongxin Zhang, William Held, Michael Bernstein, and Diyi Yang. "On Second Thought, Let's Not 
Think Step by Step! Bias and Toxicity in Zero-Shot Reasoning”. ACL 2023



Arising Issues and Risks
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What is human-centered NLP?
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Human-centered NLP involves 
designing and developing NLP systems in a way that is attuned to 
the needs and preferences of humans,  and that considers the
ethical and social implications of these systems. 

It involves multiple NLP development stages  

It needs to be optimized for humans



Who is the human in “human-centered NLP”
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• Designing and developing NLP 
technologies that prioritize human 
needs and preferences, rather 
than solely focusing on 
technological capabilities

• Human-centered NLP seeks to 
create NLP systems that are 
accessible and inclusive.



Human-centered NLP should be in every stage
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Human-centered NLP vs. User-centered Design
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People ignore design that ignores people  
- Frank Chimero

People ignore AI that ignores people

Image source: Freepik.com



Thinking about data collection
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• Annotators from crowdsourcing platforms might generate questions in a constrained 
setting, which often differ from how people ask questions

• Self-selection Bias
• Who posts on Twitter/Reddit and why?

• Reporting Bias
• People do not necessarily talk about things in the world in proportion to their empirical distributions

• Motivational Bias
• Paid versus unpaid versus implicit participants



Human-centered data collection
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• Human-centered data collection should focus on mimicking real-use scenarios so the 
data will reflect actual human needs.

The Inclusive Images Competition

Credit to https://blog.research.google/2018/09/introducing-inclusive-images-competition.html?m=1



Human-in-the-loop model training
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• Different people can all provide feedback: End users, crowd workers, model 
developers, etc.

• Model developers tend to focus more on architecture and training. Domain experts / 
crowd workers etc. more on data and after-deployment feedback

Wang, Zijie J., Dongjin Choi, Shenyu Xu, and Diyi Yang. "Putting humans in the natural language processing loop: A survey." arXiv preprint arXiv:2103.04044 (2021).



Human-centered deployment
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• Who is going to design the system?
• Who is going to use the system?
• How would users use the system?
• What interface can best facilitate such interaction?



What if NLP systems are not human-centered?
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• Biased results
• Inaccurate interpretation
• Lack of culture awareness
• Lack of personalization
• Security risks
• …

https://www.theguardian.com/technology/2018/oct/10/amazon-hiring-ai-gender-bias-recruiting-engine

https://www.nytimes.com/2020/03/23/technology/speech-recognition-bias-apple-amazon-google.html



Lecture Plan

1. Introduction to human-centered NLP (10 mins)

2. Evaluation and ethics (10 mins) 

3. Human-centered NLP for social impact (10 mins) 

4. Learning from human feedback (40 mins)
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Human-centered evaluation
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• Standard evaluations cannot capture model shortcuts.

• Human-centered evaluation should design fine-grained metrics and analysis strategies 
that account for user-specific attributes, interaction objectives, cognitive loads, etc.

• Evaluation of model quality
• Do people like the output from an AI system?

• Develop automatic metrics
• e.g., testing the correlation of automatic metrics with human evaluations 

• Incorporate human preferences directly into NLP models
• e.g., GPT’s use of reinforcement learning from human feedback



Evaluation principles 
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• Evaluation of model quality
• Do people like the output from an AI system?

• Develop automatic metrics
• e.g., testing the correlation of automatic metrics with human evaluations 

• Incorporate human preferences directly into NLP models
• e.g., GPT’s use of reinforcement learning from human feedback

• Who is in a better position to perform evaluation?
• What aspects should we look at to “evaluate” an AI model?
• Beyond accuracy and performance, how should we evaluate risk, harms, and safety

associated with AI models?



Case study: evaluating stereotypes and biases 
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StereoSetBBQ

https://arxiv.org/pdf/2004.09456v1.pdf
https://aclanthology.org/2022.findings-acl.165.pdf


Case study: holistic evaluation (https://crfm.stanford.edu/helm)
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Ethical and legal considerations
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• When designing  evaluations involving human participation, it is critical to consider 
ethical and legal implications

• Understand which review processes or legal requirements exist
• Institutional review boards
• Ethics committee
• Relevant data collection laws

• Make sure participants have true informed consent before an experiment [Nuremberg Code 1949, 
APA Ethical Principles and Code of Conduct 2002, EU Data Protection Regulation 2018] 

• Data collection and anonymization techniques [Siegert et al. (2020); Finck and Pallas (2020)]



Case study: evaluating trust towards AI-generated content
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If I was told that it was AI-written, I 
would not be happy about it. If it 
just popped up in my inbox, and I 
don’t know that it is AI-written, then 
I would be like, “yeah, this is a good 
email” because all of them were 
good emails …

Image generated by DALLE3

Liu, Yihe, Anushk Mittal, Diyi Yang, and Amy Bruckman. "Will AI console me when I lose my pet? Understanding perceptions of AI-mediated Email writing." In 
Proceedings of the 2022 CHI Conference on Human Factors in Computing Systems, pp. 1-13. 2022.



Case study: evaluating trust towards AI-generated content
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Interpersonal emphasis scenarios: 
• Product inquiry, party invitation, consolation of pet loss

Trustworthiness 
•  Ability, benevolence, integrity 

AI attitude
Computer attitude 
Deposition to trust

Survey

Interview



Case study: evaluating trust towards AI-generated content
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How AI Involvement and Interpersonal Emphasis Affect Users’ Perceived Trust
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Human centered NLP for social impact
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• AI systems may not work, or worse, discriminate against or harm individuals

• If a chatbot does not understand underrepresented groups
• If smart speakers do not recognize people with speech disabilities
• If self-driving cars do not recognize pedestrians using wheelchairs



Human centered NLP for social impact
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• Socially beneficial applications
• Monitoring disease outbreaks
• Psychological monitoring/counseling

• Fairness in AI for people with disabilities
• AI has huge potential to impact the lives of people w/ disabilities
• Speech recognition: caption videos for people who are deaf
• Augment communication for people w/ cognitive disabilities



Linguistic prejudice towards underrepresented groups
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(Blodgett et al., 2017; Blodgett et al.., 2018; Sap et al., 2019; Halevy et al., EAAMO 2021; Harris et al., FAccT 2022) 



VALUE: a framework for cross-dialectal English NLP

• Spanning 50 English dialects and 
189 unique linguistic features

• African American English
• Chicano English
• Indian English
• Appalachian English
• Colloquial Singapore English

Caleb Ziems, Jiaao Chen, Camille Harris, Jessica Anderson, and Diyi Yang. "VALUE: Understanding Dialect Disparity in NLU." ACL 2022.
Caleb Ziems, William Held, Jingfeng Yang, Jwala Dhamala, Rahul Gupta and Diyi Yang.  "Multi-VALUE: A Framework for Cross-Dialectal English NLP." ACL 2023.

1. Interpretable (not black-box)
2. Flexible  (tunable feature-density)
3. Scalable  (mix + match datasets)
4. Responsible (participatory design)



VALUE: a framework for cross-dialectal English NLP
Conversational Question Answering

Standard American English

Chicano English

Appalachian English

African American English

Indian English

Singapore English

81.8

81.5

79.1

76.6

76.1

68.8



Efficient adaptation of LLMs for low-resourced dialects
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LLMs
e.g., trained on Standard 

American English 

Indian English

Singapore English

Chicano English

…

…

Low-resourced languages

Dialect Adapters



Case Study: Adapting LLMs to Society
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• Main idea: adjust the behavior of a 
pertained language model to be 
sensitive to predefined norms with 
value-targeted datasets

• Key steps:
• Choose sensitive topics
• Describe the language model’s 

desired behavior
• Write prompts with value-

targeted question-answer pairs
Solaiman, Irene, and Christy Dennison. "Process for adapting language models to society (palms) with 
values-targeted datasets." Advances in Neural Information Processing Systems 34 (2021): 5861-5873.



Case Study: Adapting LLMs to Society
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Solaiman, Irene, and Christy Dennison. "Process for adapting language models to society (palms) with 
values-targeted datasets." Advances in Neural Information Processing Systems 34 (2021): 5861-5873.
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Check out a more comprehensive tutorial at HERE

https://docs.google.com/presentation/d/1s8cb7biXJ3FflVaa3MoyAr1XifQBzTzPFKyKeCn-cUI/edit


Learning from human feedback

35

• Different type of human feedback

• Learning from human feedback
• Dataset updates (weak supervision, data augmentation)
• Loss function updates (unlikelihood learning)
• Parameter space updates (parameter efficient fine-tuning, model editing)

• Learning from bad human feedback
• Learning from multiple levels of human/AI feedback
• Limitations of human feedback 



User interactions with LLMs
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Interaction: Different Types of Human Feedback (1)

• Labeled data points

• Edit data points

• Change data weights

• Binary/scaled user feedback

• Natural language feedback

• Code language feedback



Interaction: Different Types of Human Feedback (2)

• Define, add, remove feature spaces

• Directly change the objective function

• Directly change the model parameter 

• …



Learning from Interactions and Feedback
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Transform nontechnical human 
“preferences” into usable model 
“language”

• Allow humans to easily 
provide feedback

• Build models to effectively 
take the feedback

Valerie Chen et al., "Perspectives on incorporating expert feedback into model updates. Pattern 2023



Tradeoff: Human-friendly vs. Model-friendly
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• Models need feedback that “they can respond to”
• Humans prefer easier-to-provide feedback

• Non-experts:
• natural language feedback > labeling > model manipulation



Human Interaction and Topic Modeling

Interactive Topic Modeling: start 
with a vanilla LDA with 
symmetric prior, get the initial 
topics. Then repeat the following 
process till users are satisfied: 
show users topics, get feedback 
from users, encode the feedback 
into a tree prior, update topics 
with tree-based LDA





Incorporating Human Feedback: Taxonomy
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• Dataset updates: change the dataset

• Loss function updates: add a constraint to the objective

• Parameter space updates: change the model parameters



Learning from interaction: dataset updates
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• Data augmentation
• Weak supervision
• Active learning
• Model-assisted adversarial labeling



Datasets Updates: Active Learning to update data

Proactively select which data points we want to use to learn from, rather than passively 
accepting all data points available.



Learning from interaction: loss function updates
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• Unlikelihood learning
• Add regularization to specific model behavior
• Infer constraints from expert feedback 

• Penalize undesirable generations 
• (e.g. not following control, repeating previous context)

Welleck, Sean, et al. "Neural text generation with unlikelihood training." ICLR (2019).



Loss Function Updates: Infer Constraints from Expert Feedback

Use counterfactual or contrasting 
examples to improve 

generalization via an auxiliary 
training objective 

Teney, Damien, Ehsan Abbasnedjad, and Anton van den Hengel. "Learning what makes a difference from counterfactual examples and gradient supervision." ECCV 2020:



Learning from interaction: parameter updates
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• Model editing

• Concept bottleneck model

• Parameter efficient fine-tuning (adapter, prefix)

• Reinforcement learning from human feedback

• Learning from “diff” or corrections



Model Editing uses a single desired input-output pair to make fast, local edits 
to a pre-trained model
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Mitchell, Eric, Charles Lin, Antoine Bosselut, Chelsea Finn, and Christopher D. Manning. "Fast model editing at scale." arXiv preprint arXiv:2110.11309 (2021).

Transform the gradient obtained by SFT using a low-rank decomposition of the gradient to make 
the parameterization of this transformation tractable. 



Parameter updates: Concept Bottleneck Model trains model to explicitly use 
human-provided concepts

Koh, Pang Wei, et al. "Concept bottleneck models." International Conference on Machine Learning. PMLR, 2020.



Parameter updates: Parameter Efficient Fine-tuning uses small interaction data 
to steer models towards desired behaviors
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Check out our lecture on
Efficient Adaptation

https://web.stanford.edu/class/cs224n/slides/cs224n-2024-lecture11-adaptation.pdf


Incorporating Human Feedback: Taxonomy
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• Dataset updates: change the dataset

• Loss function updates: add a constraint to the objective

• Parameter space updates: change the model parameters



Incorporating different levels of feedback
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• Incorporate different levels of human feedback via RL

Local Feedback
• Highlighted words or phrases
• Speaker's intents
• Identifiable events/topics

Global Feedback
• Judgement towards the coherence, coverage, overall quality…

Chen, Jiaao, Mohan Dodda, and Diyi Yang. "Human-in-the-loop Abstractive Dialogue Summarization." arXiv preprint arXiv:2212.09750 (2022).



Incorporating different levels of feedback
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(1) Collecting two levels of 
human feedback

(2) Learning and designing 
reward models from two levels 
of human feedback

(3) Learning the summarization 
policy which could generate 
higher-quality summaries 



Reinforcement Learning from Human Feedback



Constitutional AI: Harmlessness from AI feedback

58

Bai, Yuntao, Saurav Kadavath, Sandipan Kundu, Amanda Askell, Jackson Kernion, Andy Jones, Anna Chen et al. "Constitutional ai: Harmlessness from ai feedback." arXiv preprint 
arXiv:2212.08073 (2022).



Constitutional AI: Harmlessness from AI feedback
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Constitutional AI: Harmlessness from AI feedback
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61Lee, Harrison, Samrat Phatale, Hassan Mansoor, Kellie Lu, Thomas Mesnard, Colton Bishop, Victor Carbune, and Abhinav Rastogi. "Rlaif: Scaling reinforcement learning from human feedback with ai feedback." arXiv preprint 
arXiv:2309.00267 (2023).

Scaling RL from Human Feedback with AI Feedback
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Scaling RL from Human Feedback with AI Feedback



Case Study: Converting Feedback into Principles



Case Study: Converting Feedback into Principles

Petridis, Savvas, Ben Wedin, James Wexler, Aaron Donsbach, Mahima Pushkarna, Nitesh Goyal, Carrie J. Cai, and Michael Terry. "ConstitutionMaker: Interactively Critiquing Large Language 
Models by Converting Feedback into Principles." arXiv preprint arXiv:2310.15428 (2023).



Limitations of human feedback

65

• Human preferences can be unreliable

• Reward hacking is a common problem in RL



Limitations of human feedback
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• Human preferences can be unreliable

• Reward hacking is a common problem in RL

• Chatbots may be rewarded to produce responses that seem authoritative, long, and 
helpful, regardless of truth

• Who are providing these feedbacks to LLMs

• Whose values get aligned or represented



Learning from human feedback
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• Different type of human feedback

• Learning from human feedback
• Dataset updates (weak supervision, data augmentation)
• Loss function updates (unlikelihood learning)
• Parameter space updates (parameter efficient fine-tuning, model editing)

• Learning from bad human feedback
• Learning from multiple levels of human/AI feedback
• Limitations of human feedback 



Lecture Plan

1. Introduction to human-centered NLP

2. Evaluation and ethics

3. Human-centered NLP for social impact 

4. Learning from human feedback
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