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Independence I




Independence

Two events E and F are defined as independent if:

P(EF) = P(E)P(F)

Otherwise E and F are called dependent events.

If E and F are independent, then:
P(E|F) = P(E)
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.« Independent _
Intuition through proof events £ and F % PEF) = PEP(F)

Statement:

If E and F are independent, then P(E|F) = P(E).

Proof:
P(E|F) = P(EF) Definition of
P(F) conditional probability
— P(E)B‘é ) Independence of E and F
= P(E) Taking the bus to cancellation city

Knowing that F happened does not
change our belief that E happened.
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. . . Independent P(EF) = P(E)P(F)
Dice, our misunderstood friends events E and F PEF) = P(E)

* Roll two 6-sided dice, yielding values D; and D,.

* LeteventE: D; =1
eventF: D, =6

eventG: D;+D, =5 G ={(1,4),(2,3),(3,2),(4,1)}

lal =14
1. Are E and F independent? 2. Are E and G independent?
EF=EnF = 157("45} Eq= EA G
P(E)=1/6 P(E)=1/6 = (a9
P(F)y=1/6 rE)rle)=17-1 P(G) =4/36=1/9

P(EF) = 1/36  vle. - L “ p(EG) = 1/36 % P(E)P(6)

—

independent X dependent s 59 54
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Generalizing independence

Three events E, F, and G
are independent if:

nevents k£, E,, ..., E, are
independent if:

"~ P(EFG) = P(E)P(F)P(G), and
P(EF) = P(E)P(F), and | we wed PoAN WIS

1 P(EG) = P(E)P(G), and (vkepudone
P(FG) = P(F)P(G)
—_forr =1,..,n:
— for every subset E4, E,, ..., E,:

—

- W2 neca PMVW)V mdﬂpwd,wm

= We wad Wip -wige w

opundince

P(E,E, ...E.) = P(E{)P(E) - P(E})

—We Wi cbfka—f-w.q{ independon ce

ete.
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Dice, increasingly misunderstood (still our friends)

* Each roll of a 6-sided die is an independent trial.
* Two rolls: D; and D,.
* LeteventE: Dy =1

eventF: D, =6

eventG: Dy + D, =7 G ={(1,6),(2,5),(3,4),(4,3),(5,2),(6,1)}

1. Are E and F 2. AreEand ¢ 3. Are Fand G 4. Are E,F,G
independent? independent? independent? independent?

EF ¢ o\l ‘)CU\QSS

P(EF) = 1/36
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Dice, increasingly misunderstood (still our friends)

* Each roll of a 6-sided die is an independent trial. =
* Two rolls: D; and D,. ﬂ v

* LeteventE: D, =
eventF: D, =6
eventG: Dy +D, =7 G ={(1,6),(2,5),(3,4),(4,3),(5,2),(6,1)}

1. AreEandF 2. AreEandG 3. AreFand(G 4. AreE,F,G
independent? (4 independent? 4 mdependent’? X mdependent’?
L (Fe)= 33 p(evg) =
M(EQ) = 31 P ;
PEIP(6) =+t PF)F(4) = ¢ 71 Ple) PF) Plg) = "%t\

= -
P(EF) = 1/36 e dad 6= S04 Fa - (0] eve = $0.4

Pairwise independence is not sufficient to prove independence of >2 events!
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Independence II




Independent trials

We often are interested in experiments consisting of n independent trials.
n trials, each with the same set of possible outcomes

n-way independence: an event in one subset of trials is independent of
events in other subsets of trials

Examples:
Flip a coin n times

Roll a die n times
Send a multiple-choice survey to n people
Send n web requests to k different servers
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Network reliability

Consider the following parallel network: A

* n independent routers, each with

probability p; of functioning (where 1 <i <n) [ B—
« E = functional path from A to B exists.
What is P(E)?
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Network reliability

Consider the following parallel network: A P1
P2

* n independent routers, each with
probability p; of functioning (where 1 <i <n) [ B—
« E = functional path from A to B exists.

What is P(E)?

- —
=i

viyden ) Aonaktme Wit Pvr\aabi)a@ P
Yyderv 1 L=ile ug vt pwbau.(qéﬁ&lﬁp;)

P(E) = P(= 1 one router works)
= 1 — P(all routers fail) = '~ P (rrdev | Gaile AND e L LailoAnp )

=1-(1-p)A—pz) (1 —py)

n
=1- 1_[(1 — D) > 1 with independent trials:
i=1 take complement
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Exercises




Independent P(EF) = P(E)P(F)
Independence? events E and F P(EIF) = P(E)

accuwme P(EY,P(F) >0

1. True or False? Two events E and F are independent if:
A.MKnowing that F happens means that E can’t happen. PElED = b £ v (B

B.WKnowing that I happens doesn’t change probability that E happened.
PlE\F) = P(g)

2. Are E and F independent in the following pictures? Aoprtrin v
. 1 nAoperdonm e
A_ 4 E ot F "l"’ W\W&f \‘ B r \ £
B E
1/4 2/9 4/9
Fove |
\, SJ \, F 1/9 / SJ
o qS P(E\ = '/q P(E)" %—E—-Ao-]: ;_ﬁl 232 P(FF): z/aj
Mep)=0  P(¥= (4 | (=241 =2_1 PE)PH)
PMMH— 06WmLi:Yanéésih,aMehranSaham',andJerryCZ’n, 081;',Winter2?24 > - _E"gl;St:—n/ordUniversity 14



Independent P(EF) = P(E)P(F)
Independence? events E and F P(EIF) = P(E)

True or False? Two events E and F are independent if:
Knowing that FF happens means that E can’t happen.
Knowing that F happens doesn’t change probability that £ happened.

Are E and F independent in the following pictures?

[ N [ 3\ )
) E

E
1/4 2/9 4/9

[F 1/4 } | j
S F 1/9 S

\ J

Be careful:
* Independence is NOT mutual exclusion.
..., * Independence is difficult to visualize graphically. | .




Independence

« E and F¢ are independent. new
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Independence of complements

Statement:

If E and F are independent, then E and F¢ are independent.

Proof:
P(EF‘) = P(E) — P(EF) Intersection
= P(E) — P(E)P(F) Independence of E and F
= P(E)[1— P(F)] Factoring
= P(E)P(F9 Complement
E and F¢ are independent Definition of independence

W . PLE <) = (=
e ¢ully ( XF> P(€) Knowing that F did or didn’t happen does not

change our belief that E happened.
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(biased) Coin Flips

Suppose we flip a coin n times. Each coin flip is an independent trial with
probability p of coming up heads. Write an expression for the following:

P(n heads on n coin flips)

P(n tails on n coin flips)

P(first k heads, then n — k tails)
P(exactly k heads on n coin flips)

(
(
(
(
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(biased) Coin Flips

Suppose we flip a coin n times. Each coin flip is an independent trial with
probability p of coming up heads. Write an expression for the following:

N ewgeantie heod f.’__\HH ':.\( N
_ _ /’ Yeep P 4
1. P(n heads on n coin flips) e LT (13" %M
N emgecotite f2NC ~—2 T =
2. P(ntails on n coin flips) — piepiep 1p WhasgeTnp
3. P(first k heads, then n — k tails) —s BtH-d 77T T - k (\,(,)V‘”"
4. P(exactly k heads on n coin flips) ’ e mre _ P‘icb““"-
SIA Se oy
(TL) k( )n—k o% " gvpz w?:z k lWede comowlerve S P (t p)
k) P P Hrere e ( k.) such Sedromms
# of mutually  P(a particular outcome’s > L( N )
exclusive k heads on n coin flips) Hrda\ pW(M})vL i ( PU\~p

outcomes Make sure you understand #4! It will come up again.
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Probability of events

Mutually
exclusive?

Inclusion-
Just add! Exclusion

Principle
P(E) + P(F) P(E)+ P(F)—P(ENF)
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Probability of events

\ndependent? i ; : :

Just multiply! Chain Rule
P(E)P(F|E)

P(E)P(F) or
P(F)P(E|F)
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Probability of events

Mutually

Inclusion-
Just add! Exclusion Just multiply! Chain Rule
Principle
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Augustus De Morgan

Augustus De Morgan (1806-1871):
British mathematician who wrote the book Formal Logic (1847).
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De Morgan’s [.aws De Morgan'’s lets you switch between AND and OR.

S (ENn F)¢ = ECUFC¢ Inprobability:
P(EL{E; -+ Ey)

(ﬂ Ei) i UE =1 - P((BsE, - En)°)

c . =1—P(EC UESU---UES
whan w=4 L:G\(\Em(\g%ﬂ E'{-\ - Q‘CVE.ZGUEACUEF ( 1 . Tl)

Great if Ef mutually exclusive!

(E U F)¢ = EC n FC  In probability:

S
n C n P(E1UE2U'”UEn)
(UE> =ﬂ5{f = 1—13((151u152 U---UEn)C)
=1 =1
=47 =1- P(Eszc ETCL)

< Cc . .
(E\,VE,VE, ugq)c: €y 0 &0 E: a By Great if E; independent!
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Hash table fun

*  m strings are hashed (not uniformly) into a hash table with n buckets.
« Each string hashed is an independent trial w.p. p; of getting hashed into bucket i.

What is P(E) if
1. E = bucket 1 has = 1 string hashed into it?

2. E=atleast 1 of buckets 1 to kK has = 1 string hashed into it?

:@
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Hash table fun

2 1

« Each string hashed is an independent trial w.p. p; of getting hashed into bucket i.

*  m strings are hashed (not uniformly) into a hash table with n buckets. ,Z P

. . - prW codks Shving, 3
What is P(E) if | o W w P
1. E = bucket 1 has = 1 string hashed into it? v 2 24 ~

Define  §; =string i is
hashed into bucket 1
S{ = string i is not
hashed into bucket 1

\

P(S;) =ps
P(Sic)=1_291
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Hash table fun

m strings are hashed (not uniformly) into a hash table with n buckets.
Each string hashed is an independent trial w.p. p; of getting hashed into bucket i.

What is P(E) if
E = bucket 1 has = 1 string hashed into it?

Define  §; =string i is

: _ hashed into bucket 1
WTF (not-real acronym for Want To Find): SC = string i s not
P(E)=P(S;US,U---US,) hashed into bucket 1
=1- P((51 Uus, uU--u Sm)C) Complement S
i) = D1
=1—P(S{S§5 - S%) De Morgan’s Law P(S{)=1-p

=1-— P(Sf)P(SZC) e P(SE)=1— (P(Slc))m S; independent trials
=1-(1-p)"
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More hash table fun: Possible approach?

m strings are hashed (not uniformly) into a hash table with n buckets.
Each string hashed is an independent trial w.p. p; of getting hashed into bucket i.

What is P(E) if

E = at least 1 of buckets 1 to k has = 1 string hashed into it?

Define  F; = bucket i has at

P(E) =PFVFRU-UF) least one string in it

=1-P((F, U F, U UF)°)
=1— P(F{F§ - F¢)
?=1—P(F)P(F; ) P(Fy)

F; bucket events are dependent!
So we cannot approach with complement.
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More hash table fun

m strings are hashed (not uniformly) into a hash table with n buckets.

Each string hashed is an independent trial w.p. p; of getting hashed into bucket i.
What is P(E) if

E = at least 1 of buckets 1 to k has = 1 string hashed into it?

P(E) = P(F,UF,U-UF) Define  F; = bucket i has at

least one string in it
=1-P((F, U F, U UF)°)
=1—P(F{F; - F¢)—

£

= P(buckets 1 to k all denied strings)

SN = (P(each string hashes to k + 1 or higher))m
- =0 =p1 =P p™

=1-(1-p; —pae—PR)™
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The fun never stops with hash tables

*  m strings are hashed (not uniformly) into a hash table with n buckets.
« Each string hashed is an independent trial w.p. p; of getting hashed into bucket i.

What is P(E) if

Looking for a challenge? ©
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The fun never stops with hash tables

* m strings are hashed (unequally) into a hash table with n buckets.
« Each string hashed is an independent trial w.p. p; of getting hashed into bucket i.

What is P(E) if

3. E = each of buckets 1 to k has = 1 string hashed into it?

Hint: Use Part 2’s event definition:

Define  F; = bucket i has at
least one string in it
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