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Conditional
Probability




Dice, our misunderstood friends

Roll two, fair 6-sided dice, =R
yielding values D, and D,. n v

Let E be event: D; + D, = 4. Let F be event: D; = 2.

D,\|=56
What is P(E)? llP‘Jl _ What is P(E, knowing F already observed)?
s\= D liml=  F=1GD,(22), @), @),
|S| = 36 (25), (z&)?(
E =1{(1,3),(2,2),(3,1)} = {(22Y] whew F st

Views. S'avvplz Space
P(E) = 3/36 = 1/12 P(E s bwone F olvotey cecunt ) 3 e
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Conditional Probability

The conditional probability of E given F is the probability that E occurs
given that F has already occurred. This is known as conditioning on F.

Written as: P(E|F)
Means: "P(E, knowing F already observed)"
Sample space =2 all possible outcomes consistent with F (i.e., S N F)

Event 2 all outcomes in E consistent with F (i.e., E N F)
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Conditional Probability, equally likely outcomes

The conditional probability of E given F is the probability that E occurs

given that F has already occurred. This is known as conditioning on F.
lel=x 1¢l= T

.\F\: \4 \E(\r\: ‘%

With equally likely outcomes:
# of outcomes in E consistent with F [ENF| [ENF|

P(E|F) = - -
(E1F) # of outcomes in S consistent with F |S N F| |F]
P(E|F) |EF] 8
= 7| %z 0.16
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|EF| Equally likely

SllClIlg up the Spam PEEIF)="FT  outcomes
24 emails are sent, 6 each to 4 users. <uwe savaile sy

« 10 of the 24 emails are spam. Mvebinek | bod Ao Apey 't

* All possible outcomes are equally likely. e ey

Let E = user 1 receives Let F = user 2 receives Let G = user 3 receives

3 spam emails. 6 spam emails. 5 spam emails.
What is P(E)? What is P(E|F)? What is P(G|F)?
tuwng, B heppered 4 il wsew 3 haq A€ol d
A4 Spom em=' 10 crvalubl M we Q(Lgaé—ng ;g’\pm
+ M—m(/l \ow'-AN i\ Wlan wl
4 WY V‘DV"‘CVM g dlf 4 onr le;é‘(z N
’E\’ ( )L 35 ava 'y lable

o\ (\24\
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Slicing up the spam

_|EF| Equally likely
P(EIF) = |F| outcomes

24 emails are sent, 6 each to 4 users.
10 of the 24 emails are spam.
All possible outcomes are equally likely.

Let E = user 1 receives Let F = user 2 receives

3 spam emails. 6 spam emails.
What is P(E)? What is P(E|F)?
() (%) ()
P(E) =~ P(EIF) = =5
(264) (168)
~ 0.3245 ~ 0.0784
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Let G = user 3 receives
5 spam emails.

What is P(G|F)?

_ @)

P(G|F) = ~X~12
()

=0

No way to choose 5 spam from

4 remaining spam emails!
Stanford University 7



Conditional probability in general

General definition of conditional probability:

P(EF)
P(F)

P(E|F) =

The Chain Rule (aka Product rule):

P(EF) = P(F)P(E|F)

These properties hold even when
outcomes are not equally likely.
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NETFLIX




. P(EF) Definition of
NetﬂlX and Learn P = P(F) Cond. Probability

Let E = a user watches Life is Beautiful.
What is P(E)?

)( Equally likely outcomes? S = {watch, not watch}
‘ E = {watch}
Wk P(E)=1/27
Ao}(ﬂ'fﬂg\ﬂﬁdb,‘l(““ ( ) /
L‘A“MM,( ¢
v _ ... n(E) _ # people who have watched movie
.P(E) - ,}1_{{30 n # people on Netflix

= 10,234,231 / 50,923,123 = 0.20
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. P(EF) Definition of
Netﬂlx and Learn P = P(F) Cond. Probability

Let E' be the event that a user watches the given movie.

NETFLIX

P(E) = 0.19 P(E) = 0.32 P(E)=020 P(E)=0.09 P(E)=0.20
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. P(EF) Definition of
Netflix and Learn PEIF) =5y Cond. Probability

Let E = a user watches Life is Beautiful.
Let FF = a user watches Amelie.

What is the probability that a user watches
Life is Beautiful, given they watched Amelie?

P(E|F)
# people who have watched both
P(E|F) = @ = # people on Netflix
P (F) # people who have watched Amelie
# people on Netflix

# people who have watched both
# people who have watched Amelie

a@»ﬁ)\/h le by avelyrorz,
‘ £y
0.42 Vi e oundle
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. P(EF) Definition of
NetﬂlX and Learn P = P(F) Cond. Probability

Let E' be the event that a user watches the given movie.
Let F be the event that the same user watches Amelie.

NETFLIX

o
.

SR
idi
a VIDH!

LY
AAAAAAAAAA fim
-

o1s

P(E) = 0.19 P(E) = 0.32 P(E)=020 P(E)=0.09 P(E)=0.20

P(E|F)=0.14 P(E|F)=035  P(E|F) =020 P(E|F)=072 P(E|F)=0.42
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Law of Total
Probability




Today’s tasks

P(EF)
Chain rule Definition of
(Product rule) conditional probability
P(E|F)

Law of Total
Probability

P(E)
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Law of Total Probability

Th Let F be an event where P(F) > 0. For any event E,

P(E) = P(E|F)P(F) + P(E|F©)P(F©) L’? 1
Proof

1. F, F¢are disjoint suchthat FU F¢ =S  Def. of complement

2.E = (EF) U (EF9 (see diagram)

3. P(E) = P(EF) + P(EF©) Additivity axiom

4.P(E) = P(E|F)P(F) + P(E|F¢)P(F®)  Chain rule (product rule)

Note: disjoint sets are, by definition, mutually exclusive events
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General Law of Total Probability

Th For mutually exclusive events Fy, F,, ..., E,
suchthat F, UF,U:---UE, =, <A
1 2 n M{a\l P(Elp,') cuch Hat-
? 0] r UFg VP4, = S
P(E) = z P(E|F;))P(F;)  meaymelip vasd alt P&
i—1 W «Gwa" [
Pler))
) R

f wtHare o

\ &Caw-{)\p
F\ Fa T3 B (b5
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. . L f Total
Finding P(E) from P(E|F) PE) = PEIFIP(F) + PEIFIPE) gy

* Flip a fair coin.
* If heads: roll a fair 6-sided die.

* Else: roll a fair 3-sided die. “
You win if you roll a 6. What is P(winning)?

&
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Law of Total

Finding P(E) fI‘Om P(E |F) P = PR ) Probability

* Flip a fair coin.
* |f heads: roll a fair 6-sided die.

* Else: roll a fair 3-sided die. n
You win if you roll a 6. What is P(winning)? T g]

1. Define events 2. ldentify known 3. Solve
& state goal probabilities
Let:  E:win, F: flip heads P(win|H) = P(EIF) =1/6 P(E)=(1/6)(1/2)
Want: P(win) P(H) =P(F) =1/2
= P(E) P(win|T) = P(E|F¢) =0 1+(0)(1/2)
P(T) =P(F)=1-1/2 =~ 0.083
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Finding P(F) from P(E|F), an understanding

* Flip a fair coin.
* |f heads: roll a fair 6-sided die. u
* Else: roll a fair 3-sided die.

You win if you roll a 6. What is P(winning)? &\lb Wit
Yr

L\
1. Define events @2[’/ P(\c\ 2 b
& state goal RV Sle) =5y \pee ¥ =l
Slovk = b
Let:  E:win, F: flip heads 2 _ >
: % \fq P
Want: P(win) P ?Q\e/ W 1w
= P(E) DR

=\ ’
"Probability trees" can help connect understanding m Yose ?(323} '/h—
of the experiment with the problem statement.

in, CS109, Winter 2024 Jonstanford University 20




Bayes Theorem I




Today’s tasks

Chain rule Definition of
(Product rule) conditional probability

P(E|F)

Rev. Thomas Bayes (~1701-1761):
British mathematician and Presbyterian minister

Law of Total Bayes’
Probability Theorem

P(E) P(F|E)
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Detecting spam email

Percentage of email traffic

65%
60%
55%
50%

45%

RN RN VN N TN IRAC IV BTN IRN VAN SO SR SPN SVS PN RN JRN IV BV TN RS VI ST\ S e

LD LD L LD RO LIRS <N
FEREVTITEPTIFELRL VIR VI P EFR P F @ V5

We can easily calculate how many
existing spam emails contain "Dear":

P(E|F) = P ("Dear" Spam
email

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024

INVOICE
(Geek SQUAD)

Customer Support: +1 818 921 4805
Date:- 24* Jan 2022
Invoice ID:- #GS535741

Dear Geek Squad Customer,

Thank you for using Geek Squad Antivirus for the last one year. Your Geek SQUADANtivirus
plan will expire today.

We wanted to remind you that your plan will be auto-renewed Today for next one year. You will be
billed from your saved account details for the annual amount of your Antivirus Plan

Payment Information

PURCHASE DATE : 24st JANUARY 2022
INVOICE NO.: #GS733710

PRODUCT NAME: Geek SQUAD Antivirus
BILLING CYCLE: 2 Year

PURCHASE TYPE: Subscription Renewal

Total Price: $440.80

Note

Having any queries with this invoice? Feel free to contact our support team at +1 818 921 4805
If you want to continue taking our service and products and retain all your data and preferences, you
can easily renew or cancel the services/products by calling on +1 818 921 4805 .

Regards,
GEEK SQUAD.

But what is the probability that a mystery
email containing "Dear" is spam?

_ Spam
P(FIE) =P email

"Dear"

Stanford University 23



Bayes’ Theorem P(EIF) [ P(FIE)

Thm For any events E and F where P(E) > 0 and P(F) > 0,

P(E|F)P(F)
P(F|E) = PE)
Proof PlE\E) 2 Ples)
2 steps! " 5§ ?((@\ Y (5)
= P(=\F ¥
PG
Expanded form: 2 ©
P(E|F)P(F)

P = PG + PEIFOPEFE)

1 more step! expond P(E) wawg LITP
Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain
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. . B P(E|F)P(F) Bayes’
Detecting spam email PEIE) = b @EIRP() + PEIFPFS) Theorem

- 60% of all email in 2016 is spam. PF)= 0.k
- 20% of spam has the word "Dear" Plele)=02
- 1% of non-spam (aka ham) has the word "Dear" P(&|F)= °P\

You get an email with the word "Dear" in it.
What is the probability that the email is spam?

1. Define events 2. ldentify known 3. Solve
& state goal probabilities
Let:  E:"Dear", F:spam p(£\r)Pl) (0. 2)(7.)

Want: P(spam|"Dear")
= P(F|E)

PFIE) = flmmes PEIFRGD  (02X04) + (o30(b:4)

2 06T
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Detecting spam email, an understanding

* 60% of all email in 2016 is spam. Note: You should know how to
* 20% of spam has the word “Dear” use Bayes/ Law of Total Prob.
* 1% of non-spam (aka ham) has the word “Dear” |put drawing a tree can help.

You get an email with the word “Dear” in it.
What is the probability that the email is Spﬂ% o2

N MNoA/
1. Define events oop S PO P(FIE)
& state goal QN % nodaor -
< 5 AU
Let: E:"Dear", F:spam <l > 2 = b0\
Want: P(spam|"Dear") & ﬁg n Aot = 6947
= P(F|E) \\0,5, o S
a\?x\ow of

m= oaq ™ AV e caAg
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Bayes’ Theorem terminology

60% of all email in 2016 is spam. P(F) P¥ov

20% of spam has the word "Dear" P(E|F)

1% of non-spam (aka ham) has the word "Dear" P(ElFC) ™ specal
You get an email with the word "Dear" in it. Jenmn

What is the probability that the email is spam? Want: P(F|E)

1 Saexr
T emionmee

likelihood prior

g%s;'elrig'r) _ P (Efl)lz zg (F )

normalization constant
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This class going forward

L ast week
Equally likely
events

o,

]
€

P(ENF) P(EUF)

(counting, combinatorics)

Today and for most of this course
Events not always equally likely

/P(E = Evidence | F = Fact)\
(collected from data)

Bayes’

P(F = Fact | E = Evidence)

(categorize

k a new datapointy

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 2s



Bayes Theorem II




Bayes’ Theorem

posterior likelihood prior

P(E|F)P(F

p(r |y = PEIDPE)
P(E)

Mathematically:

P(E|F) » P(F|E)
Real-life application:

Given new evidence E, update belief of fact F
Prior belief — Posterior belief

P(F) - P(F|E)

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 30



Zika, an autoimmune disease

Zika fever et

SYMPTOMS TREATMENTS
Fever - y
Rash
Joint pain f {4 - ; i ; s . .
Red eyes : ST, ' Ziika Forest, Uganda Rhesus monkeys
) 4 Prar——— 'l https://www.nytimes.com/2016/04/06/world/africa/ugand
SEN\ . oy o a-zika-forest-mosquitoes.html|

S

i

If a test returns positive,
S d th h . . .
e ashito biich what is the likelihood

A disease spread through mosquito bites. you have the disease?
Generally, no symptoms, but can cause paralysis in very,

very rare cases. During pregnancy: may cause birth

defects. Very serious news story in 2015/2016.

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford UIliVCI'Sity 31
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Taking tests: Confusion matrix

~

Evidence, E Test positive

or E¢ Test negative

If a test returns positive,

Evidence

what is the likelihood
you have the disease?

Take
test
Fact, F Has disease
or F¢ No disease
Fact
F, disease + F¢ disease -
True positive False positive
+
&, lest P(E|F) P(E|F)
False negative | True negative
C _
EnTest=1 o pecip) P(EC|FC)
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Taking tests: Confusion matrix

~

Take
test
Fact, F Has disease Evidence, E Test positive
or F¢ No disease or E¢ Test negative
Fact

. C 4
F, disease + F~, disease - |if 5 test returns positive,

True positive False positive what is the likelihood

E, Test +
P(E|F) P(E|F®) you have the disease?

Evidence

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 33



. . _ P(E|F)P(F) Bayes’
Zlka TEStlIlg PFIE) = P(E|F)P(F) + P(E|F€)P(FC) Theorem

A test is 98% effective at detecting Zika ("true positive").

*  However, the test has a "false positive" rate of 1%.
0.5% of the US population has Zika.

What is the likelihood you have Zika if you test positive?
Why would you expect this number?

1. Define events
& state goal

Let: E =you test positive
F = you actually have
the disease

Want:
P(disease | test+)
= P(F|E)

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 34



P(E|F)P(F) Bayes’

Zlka TEStlIlg P(FIE) = P(E|F)P(F) + P(E|F€)P(FC) Theorem
plel € |
* Atestis 98% effective at detecting Zika ("true positive"). €lr) - y + X.
- However, the test has a "false positive" rate of 1%. ¥le /) owiE 23}a }_ c°lF
+  0.5% of the US population has Zika. Y(¥) S 04as ¢
. . L " T ot et
What is the likelihood you have Zika if you test positive? ' >¥ D
Why would you expect this number? Dag” — E< |5
1. Define events 2. ldentify known 3. Solve
& state goal probabilities
Let: E = you test positive Qo,pb; Y 0 ag)
F = you actually have _
the disease P(F‘E) (0 065 ) (D 4&) + (D'qél's)(D D')
Want:
P(disease | test+) o 033p

= P(F|E)

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 35



Bayes’ Theorem intuition

All People
Original question:

What is the likelihood

you have Zika if you
test positive for the People who test positive

disease? @

People with Zika

The space
of facts

Lisa Yan, Chris Piech, Mehran Sahami, afiasory-can 5109, Winter 2024 Stanford University 36



Bayes’ Theorem intuition

All People

Original question:

What is the likelihood
you have Zika if you -
test positive for the People who test positive

disease? @
Interpret

People with Zika

Interpretation:

Of the people who test
positive, how many actually
have Zika?

Lisa Yan, Chris Piech, Mehran Sahami, ariaseny cany, 05109, Winter 2024

The space
of facts

Stanford University 37



Bayes’ Theorem intuition

People who test positive
Original question:
What is the likelihood
you have Zika if you
test positive for the
disease?

Interpret

Interpretation: People who test

Of the people who test positive and have Zika
positive, how many
actually have Zika?

The space of facts,
conditioned on a positive test result

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 38




Zika Testing

* Atestis 98% effective at detecting Zika ("true positive").

* However, the test has a "false positive" rate of 1%.
*  0.5% of the US population has Zika.

What is the likelihood you have Zika if you test positive?

Say we have 1000 people:

5 have Zika
and test positive

ulie uflc nlle ol ufle

10 do not have Zika

and test positive
~ (0.333

winlde3o (class website) Stanford University 39



https://web.stanford.edu/class/cs109/demos/medicalBayes.html

Update your beliefs with Bayes’ Theorem

E = you test positive for Zika
F =you have the disease

With these test
results, | now have a
33% chance of having
Zikall!

| have a 0.5%
chance of having
Zika.

Take test,
results positive

P(F) P(F|E)

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 40



<) . _ P(E|F)P(F) Bayes’
Why it’s still good to get tested  PFIB) = 5mmi + pEIrpES) Theorem

A test is 98% effective at detecting Zika (“true positive”).

However, the test has a “false positive” rate of 1%.
0.5% of the US population has Zika.

Let: E =you test positive

F = you actually have
the disease E, Test + True positive False positive

P(E|F) = 0.98 P(E|F®) = 0.01

F, disease + FC, disease -

Let: E®=you test negative
for Zika with this test.

What is P(F|E®)?

>
(ruminating) @4
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. . 3 P(E|F)P(F) Bayes’
Why it’s still good to get tested  PFIB) = 5mmm + p@EIrPES) Theorem

A test is 98% effective at detecting Zika (“true positive”).

However, the test has a “false positive” rate of 1%.
0.5% of the US population has Zika.

Let: E =you test positive

F = you actually have
the disease E, Test + True positive False positive

P(E|F) = 0.98 P(E|F®) = 0.01

F, disease + FC, disease -

Let: E®=you test negative
for Zika with this test.

What is P(F|E®)?

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 42



. . 3 P(E|F)P(F) Bayes’
Why it’s still good to get tested  PFIB) = 5mmm + p@EIrPES) Theorem

A test is 98% effective at detecting Zika ("true positive").

However, the test has a "false positive" rate of 1%.
0.5% of the US population has Zika.

Let: E =you test positive

F = you actually have
the disease E, Test + True positive False positive

P(E|F) = 0.98 P(E|F®) = 0.01

F, disease + FC, disease -

Let: E®=you test negative

for Zika with this test. EC, Test - | False negative slkue.negative
What is P(F|EC)? P(EC|F) = 0.02 | | P(E¢|F¢) = 0.99
P(E“|F)P(F) ~
P(FlEc)z C CioC C = 0:0b0]
P(EC|F)P(F) + P(E“|F“)P(F©) Via Shwilay

vwatin
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Why it’s still good to get tested

E = you test positive for Zika
F = you actually have the disease

EC¢ = you test negative for Zika

e\.e%\'j\\"ﬂe
Va\‘;gw
G
| have a 0.5%
chance of having
Zika disease. esuT/?:e test,
Jegatjye

With these test
results, | now have a
33% chance of

having Zika!!l

P(F|E)

With these test results,
| now have a 0.01%
chance of having Zika
disease!!!

P(F|E¢

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stan)ord University 44



Topical probability news: Bayes for COVID-19 testing

Daily infections and testing

Antlbody tests (blood Samples) Es(imatedinfectionsarethenuberfpeeweojs,:moate”irzl;r;fectedw1thCOVID—19eachda... °
have higher false negative, false
positive rates than RT-PCR tests

(nasal swab). However, they help s =
explain/identify our body’s reaction =
to the virus. -

The real world has many more o

"givens" (current symptoms, =

existing medical conditions) that "
improve our belief prior to testing. S i
Most importantly, testing gives us a
noisy signal of the spread of a

disease.

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 45



Monty Hall
Problem




Monty Hall Problem

and V'V\ayne Brady
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Monty Hall Problem aka Let’s Make a Deal

Behind one door is a prize (equally likely to be any door).
Behind the other two doors is nothing

1. We choose a door

2. Host opens 1 of other 2 doors, revealing nothing

3. We are given an option to change to the other door. Doors A.B.C o
Should we switch?

H Note: If we don’t switch, P(win) = 1/3 (random)

We are comparing P(win) and P(win|switch).

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University 4s



[f we switch

Without loss of generality, say we pick A (out of Doors A, B, and C).

1/3 l 1/3 1/3
A = prize B = prize C = prize
* Host opens Bor C * Host must open C * Host must open B
* We switch * We switch to B * We switchto C
* We always lose * We always win * We always win
P(win | A prize, P(win | B prize, P(win | C prize,
picked A, picked A, picked A,
switched) =0 switched) = 1 switched) = 1

P(win | picked A, switched)=1/3*0+1/3*1+1/3*1=2/3
You should switch.

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University



Monty Hall, 1000 envelope version

Start with 1000 envelopes (of which 1 is the prize).
1

You choose 1 envelope. Tooo _ Plenvelope is prize)
% = P(other 999 envelopes have prize)
| open 998 of remaining 222~ P(998 empty envelopes had prize)

. 1000
999 (showing they are empty). + P(999t" envelope has prize)

= P(999" envelope has prize)

Should you : L i _ 1
witch? No: P(win without switching) original # envelopes
Yes: P(win with new knowledge) =  _original # envelopes - 1

original # envelopes

Lisa Yan, Chris Piech, Mehran Sahami, and Jerry Cain, CS109, Winter 2024 Stanford University so



